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Abstract

With the growing diffusion of devices with wireless communication capabilities as well as the success of social networking platforms, it has become more and more interesting to study dynamic evolving networks, in which the set of connections (however defined) between the agents in the network varies over time. For instance, ad-hoc mobile networks are evolving networks in which a number of mobile hosts are free to move about a given area and capable – when close enough – of interacting with each other over wireless links without the need of an underlying backbone network. Other examples include P2P networks and in general social network contexts, in which the users dynamically establish and terminate social interactions. The topology of such networks changes over time, as edges (either directed or undirected) that represent interactions between nodes are dynamically added or removed in the network graph. Computing measures of centrality in such scenarios can be a challenging task. Classic measures of centrality and nodes’ importance from graph theory and network analysis can be computed by a centralized entity on an aggregated representation of a dynamic network. However, privacy and/or scalability issues, or simply the absence of central coordination, may suggest a fully decentralized approach in which the computation is carried out by each node considering its own interactions with other nodes in the network. In this article we propose lightweight algorithms for computing some importance measures of nodes in a dynamic evolving network in a fully decentralized way, without any knowledge of the whole network structure or assumptions on its future evolution. In particular, the main part of our work regards the computation of decentralized estimations of Google’s PageRank and its theoretical analysis as a problem of random walks on dynamic graphs. We also introduce algorithms for computing some classical degree centrality measures with efficient use of resources. As it turns out, while straightforward in a centralized setting, some of these measures are hard to compute in a fully decentralized
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way. We analyze all these algorithms in terms of hardware resources (storage space and computational power) required at each node as well as time complexity and network overhead in the transmissions, showing how they are implementable also on low-power devices such as RFID tags. We also run simulations of our algorithms on real-world dynamic evolving network data and show their performances with respect to centralized computations of analogous measures on aggregated static representations of such networks.
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# 1 Introduction

In the last years there has been a great diffusion of devices with wireless communication capabilities as well as an impressive boost in the popularity of social networking platforms. A huge amount of empirical data sets about social interactions have become available, and a great number of possible applications for dynamic network systems have come to light as well as the possibility to better study the behaviour of people in dynamic contexts. Such network applications are usually formed by a large number of agents, and it can be difficult to have a centralized point of aggregation in which to keep track of the mutual interactions between the agents. Collecting this kind of information can be very interesting for studying the behaviour of people among their peers or for analyzing the spread of information within a group of social users.

In network analysis, much interest has been given to the problem of computing the relative importance of nodes within a network with respect to the structure of the network itself. Even though most of such centrality measures are defined on static networks, whose structure is fixed, a great number of networks actually has a dynamic nature, in that they evolve over time by means of addition and deletion of edges connecting pairs of nodes. The usual approach when dealing with such dynamic (evolving) networks is to consider an equivalent static representation of the original dynamic evolution process. However, this process of information aggregation can fail to fully capture the dynamic behaviour of the original network. Moreover, lack of central coordination can make it impossible to take into consideration such a centralized approach. All these motivations may suggest a fully decentralized approach in which the computation is carried out by each node considering its own interactions with other nodes in the network, without any central point of computation or information aggregation.

## 1.1 Evolving networks

In a dynamic evolving network the set of connections (however defined) between the agents in the network varies over time. This implies that the topology of the corresponding network graph changes over time as the connections between agents (that represent edges/arcs in the graph) are established or terminated. The problems of routing [21, 39] and distributed computation [22] in dynamic networks have been considered, but the usual approach is to make assumptions on the future evolution
of the network, either assuming that it will eventually stabilize and stop changing or imposing restrictions on the connectivity – for instance, assuming that the network always remains connected over time. However, in real-world networks it is in general impossible to make such assumptions, due to the unpredictability of the agents’ actions.

Many real-world networks have been studied in the past in order to attempt to model their properties. These networks can be divided in four loose categories [32].

- Social networks, composed by a group of people with some pattern of contacts or interactions between them (friendship, business relations, family ties, etc.)

- Information networks, in which the structure defined by the interactions between nodes depends on the information stored at each node.

- Technological networks, designed typically for distribution of some commodity or resource on actual physical links.

- Biological networks, which represent biological processes.

Many of these real-world networks are actually evolving networks, since the interactions between nodes change over time.

For instance, consider the most important example of information network: the World Wide Web, which is composed by web pages containing information and linked one to another through hyper-links. Although it is often analyzed as a static graph, the structure of the web is inherently evolving since hyper-links to/from pages can be added or deleted in a dynamic fashion. Another classical information network is a file sharing peer-to-peer network, in which links between nodes (corresponding to the actions of sharing files) dynamically appear and disappear depending on file requests as well as nodes joining and leaving the network.

Social networks have also inherent dynamic patterns, since a key characteristic of social interactions is their continual change. The definition of “interaction” greatly depends on the specific application. For instance, it can represent common interests between two users, like friendship relationships and joining the same group membership, or it can represent other social interactions like phone calls or exchanges of emails. It is clear how these kinds of interactions are not static but rather change over time according to the users’ actions.

Another example of evolving network are ad-hoc mobile networks, in which a number of mobile hosts capable to communicate with each other over wireless links (for instance people carrying transmission devices) are free to move in every direction. Such connections only depend on whether two hosts are sufficiently close to each other – within the so-called transmission range – without the need of an underlying backbone network, and it is straightforward how connections between nodes dynamically change because of their nomadic behaviour. The transmission range can vary depending on the technology used for the wireless transmissions (e.g. Bluetooth or RFID). Possible applications of such networks include vehicular ad-hoc networks, for communication among vehicles and traffic management, mobile social networks, military networks, conference networks, etc. As we see in Chapter 4, two of the network traces on which we run simulations are ad-hoc mobile networks derived from
from real experiments in which groups of people and their mutual interactions were tracked using RFID technology.

1.2 Motivations

Classical centrality measures find the relative importance of a node within a static network. For instance, in the context of social networks it is useful to have a measure of how a member is seen as “influential” or “popular” or how well it is connected to all the other nodes, so to have the possibility to weight the exchanges of information with a measure of the importance of their source. In general, identifying the most important elements of a network can be useful in a wide range of applications which are built upon social interactions. This is also true for the evolving case, and it is important to study the ability of uncoordinated evolving networks, like for instance people in a social event, of performing basic distributed computations.

For instance, decentralized centrality indeces in an evolving network can be very useful in the context of file sharing P2P networks. Such values of importance could represent a valid measure of nodes’ level of “authority”, useful when establishing sharing links in order to select the most reliable peers among all those available. Of course, in this scenario there is no central coordination and it is therefore crucial to be able to perform a fully decentralized computation at each node of the P2P network. Centrality measures in evolving networks can also have a role in routing schemes within Pocket Switched Networks [19, 18], a kind of Delay Tolerant Networks which aim to enable communications between mobile users in the absence of end-to-end connectivity. In such contexts it could be possible to design a forwarding scheme in which a node forwards messages only to nodes with a centrality value higher than its own, in order to have higher probability of the message reaching its destination without an expensive flooding approach. Also in this case a fully decentralized approach is highly advisable. Another possible application is in implementing a fully decentralized recommender platform in a multi-agent system, in which mobile users can share information about their preferences on products, personal interests, etc. In such a system, recommendations received by “important” users should be considered much more valuable, since they also indirectly include recommendations from a high number of other nodes with which there were probably no direct interactions. Central nodes can aggregate a great number of information and can thus be assigned a higher level of “trust” in their predictions. In general, this decentralized importance indeces prove themselves very useful whenever the concept of “popularity” is meaningful in an application, especially when the network is composed by a large number of nodes and it is too expensive (or even completely unfeasible) to have central coordination.

There are two main advantages of a decentralized approach over a centralized one:

- no expensive/unfeasible central coordination is needed, since the computation is carried out by the single nodes;
- there is no central point of failure; indeed, the network still survives even in the presence of failure of single nodes.
On the other hand, there are disadvantages as well. For instance there is no knowledge of the whole network structure, and nodes can only rely on their interactions with other nodes in the network to carry out the computations. As it turns out, this introduces new problems which can be hard to solve in a decentralized scenario. This also implies that it can be difficult or even impossible for an individual node to have a reasonable global view of the whole network. Luckily, for a wide range of applications it is not actually necessary to have global information to solve a task; such a locality property allows nodes to compute some importance indeces while interacting only with their local vicinity.

1.3 Our contribution

In this article we focus on computing some importance measures of nodes in a dynamic evolving network in a fully decentralized way, without any knowledge of the whole network structure or assumptions on its future evolution. Although straightforward in centralized systems, some degree-based centrality measures can be hard to compute in a fully decentralized way, depending on how one defines the degree of a node in an evolving network. For instance, to incrementally compute the degree of a node in an evolving graph as the number of distinct other nodes that it encountered would require to solve the distinct elements counting problem, which can be too expensive to be solved exactly. On the other hand, we see how very simple algorithms for the decentralized computation of eigenvector centrality measures can be designed that achieve good approximations of the same measures computed on equivalent aggregated representations of the dynamic networks by a central entity.

The most important part of our work is the design of two algorithms for computing fully decentralized estimations of Google’s famous PageRank at each node, as well as their theoretical analysis as a problem of random walks on dynamic graphs. We also introduce algorithms for efficiently computing two measures of degree centrality with little performance requirements, so to be implementable in a wider range of real-world low-power devices. We see how the distinct elements counting problem arises and techniques to approximately solve it. Moreover, as an extension of the degree centrality problem we show an algorithm for computing at each node an estimation of the size of its local vicinity, that is the network component to which the node belongs. In combination with the previous algorithms, this can be used by a node to have an estimation of the percentage of other nodes in its vicinity it interacted with. Finally, we experimentally simulate the algorithms on three different dynamic network data sets derived from the real world, and we analyze the results with respect to analogous computations made on static representations of the same networks.

1.4 Structure of the article

This article is structured as follows.

- In Chapter 2 we present some notions useful to better understand the rest of our work, including literature on the subject of evolving networks as well as other previous works at the basis of our own contributions.
In Chapter 3 we present our analysis on the decentralized computation of centrality measures in evolving networks, introducing our algorithms and analyzing each of them in terms of hardware resources required at each device, time complexity and network overhead in the transmissions.

In Chapter 4 we evaluate the algorithms though extensive simulations, describing the three real network traces on which the experiments are made, the experimental setup and the performance metrics considered; we compare the results of the algorithms with respect to analogous measures computed on aggregated static representations of our sample networks.

In Chapter 5 we briefly summarize our work and the results obtained, as well as possible future developments.

2 Evolving social networks

In this chapter we present some related work on the subjects of evolving social networks, definitions of centrality measures in an evolving context and other concepts that will be useful for better understanding the rest of our work.

2.1 The Evolving Graph Model

The traditional representation of a static network is a graph $G = (V, E)$ in which $V$ represents the set of nodes of the network and $E \subseteq V \times V$ the set of edges (either directed or undirected) connecting pairs of nodes. However, this kind of static representation does not take into account the time parameter and it is therefore not suited to represent a network evolving over time.

The most general representation of a dynamic (evolving) network is the Evolving Graph (EV) model [39, 4, 12], in which an evolving network is represented by a dynamic graph $\mathcal{G} = G_0, G_1, \ldots$, a sequence of static graphs over the same fixed set of nodes $V$. Each graph $G_t = (V, E_t)$ of the sequence represents a snapshot of the network at a given time step (or round) $t$. The sets of edges $E_t \subseteq V \times V$ represent the connections between the nodes in the network in time step $t$, either directed or undirected. In this general model, we put no restrictions on the changes of the topology over time, thus allowing any given sequence of additions and removals of edges. However, some conditions about the connectivity of the single graphs may be needed to ensure explorability of the network and to guarantee a finite cover time.

The duration of the time steps can be seen as a "refresh interval" of the network, indicating how frequently the network graph is updated; of course, lower time step durations lead to a more accurate discrete representation of the actual (continuous) process, raising, on the other hand, space consumption for storing the sequence of graphs. The time step duration can be arbitrarily chosen and in general depends on the nature of the network being studied. For instance, tracking the movements of people in a room or a building with the expectancy of many contacts between them would suggest it better to frequently monitor their interactions, therefore choosing low time step durations – one second, for instance. In other applications with fewer
and more sparsely distributed interactions, instead, it makes sense to choose higher
time step intervals.

However, sometimes it can be useful to have a static and compact structure
to represent and study a dynamic network. This type of structure can be used
for a standard network analysis to find “important” nodes with respect to different
metrics. Given the evolutionary nature of such a network, though, it can only
represent some sort of approximate aggregated information about the network in a
given time period; a more accurate approach would be to consider the evolution of
the network over time in both its representation and analysis.

One possible static representation [26] of a dynamic network in time period \([0, T]\)
is by means of a weighted graph \(G^T = (V, E^T, w)\) where

- \(V\) is, as before, the fixed set of nodes in the network

- \(E^T\) is the set of edges that appeared at least once in the network in time period
  \([0, T]\), to which are assigned weight labels; \(\forall (u, v) \in V \times V, (u, v) \in E^T_w\) if and
  only if \(\exists t \in [0, T]\) such that \((u, v) \in E_t\)

- a weight function \(w(u, v) \rightarrow \mathcal{R}\) assigns to each edge \((u, v) \in E\) a weight.

For instance, the weight of an edge can represent a measure of its frequency in
the network in time period \([0, T]\); \(w(u, v) = \text{number of time steps } t \in [0, T]\) such that
\((u, v) \in E_t\). Figure 1 shows an example of how an undirected dynamic network can
be statically represented in this way. For the directed case, an analogous example
can be made.

![Figure 1: Example of how a dynamic network over four time steps
\(t_0, t_1, t_2\) and \(t_3\)
(a-d) can be statically represented by means of a weighted aggregate graph (e) in
which each edge is labelled with the number of times it appeared.

Such a graph can be compactly represented by a weighted-adjacency matrix.
Let’s define \(n = |V|\) and assign identifiers \(0 \ldots n - 1\) to the nodes in \(V\). Then,
the weighted-adjacency matrix $A$ associated to the weighted graph $G_w$ is the $n \times n$ matrix where

- $\forall i, j \in \{0 \ldots n - 1\}$, the non-diagonal entry $a_{ij}$ is the weight of the edge from node $i$ to node $j$ in $G_w$ if such edge exists, and 0 otherwise
- $\forall i \in \{0 \ldots n - 1\}$, the diagonal entry $a_{ii}$ is 0

In such a matrix, each entry $(i, j)$ represents the frequency of the edge from node $i$ to node $j$. It is easy to see how in the case of undirected graphs such matrix is symmetric.

### 2.2 Centrality measures

In graph theory and social network analysis, a number of centrality measures have been designed for computing the relative importance of a vertex within a graph. These measure of importance of vertices are given by the topology of the graph itself.

Classical centrality measures are defined on static graphs, in which the topology is fixed and it is thus simpler to define them. However, in our work we consider the problem on evolving graphs, in which the topology changes over time. A possible approach when dealing with dynamic networks is to represent them as static graphs, obtained by aggregating the edges observed over a given period of time; however, this approach can fail to accurately compute the relative importance of nodes.

Novel centrality metrics have been introduced for dynamic network analysis that specifically address the problem of dynamic centrality. For instance, a metric has been proposed [25] which generalizes the classic path-based centrality that measures the importance of a node in a static graph as the number of paths connecting it to other nodes. This dynamic centrality measure ranks a node by the number of time-dependent paths (paths defined over time) connecting it to other nodes in the network; that is, the total amount of information sent from the node that reaches all other nodes in the network. Other works have been done on how the degree centrality evolves [9] and on computing other centrality measure [16, 33] in dynamic networks. Here we focus on measuring degree centrality and eigenvector centrality over evolving graphs.

### 2.3 Degree centrality

Degree centrality measures the importance of a vertex in a graph as the degree of the vertex, that is the number of ties incident upon the vertex. In other words, a vertex is considered more important when it is directly connected to a greater number of other vertices in the graph.

Given a static graph $G = (V, E)$, for each vertex $u \in V$ a degree centrality measure is defined as

$$C_D(u) = \frac{d(u)}{n-1}$$
where \( d(u) \) is the degree of \( u \) and \( n = |V| \) is the cardinality of the set of vertices.

When dealing with directed graphs, two different measures (in-degree and out-degree) can be defined, considering the incoming and outgoing arcs of the node, respectively. A natural extension to the case of weighted graphs can be made by considering the degree of a vertex to be the sum of the weights of the edges incident upon it.

In the case of evolving graphs, things obviously change. Here we do not have a fixed topology of the graph, but instead the degree of a vertex actually changes over time. The two most natural extensions of degree centrality of a node in the dynamic graphs case are

- to consider the total number of edges incident to the node over time
- to consider the number of distinct other nodes to which the node is connected at least once during the evolution of the network.

Considering a static representation of a dynamic graph by means of a weighted graph with labels on edges representing their frequency (i.e. how many times such edges appeared in the sequence of graphs representing the dynamic network as in the Evolving Graph Model), the first measure actually corresponds to the total weighted degree on the static aggregated graph, while the second measure corresponds to the classical degree centrality measure of counting the number of edges incident to the node.

There are both advantages and disadvantages in considering one or the other as dynamic degree centrality. The first measure gives a better idea of how much a node interacted with others, which is the basic idea of degree centrality measures; however, it can lead to extreme cases in which two nodes of the network only interact among them, boosting their degree measure when they actually cannot be considered “important”. Thus, it can be preferable to consider the second measure described as the dynamic degree centrality measure. However, this measure is more difficult to be dynamically maintained at a node, since it requires to deal with duplicate elements counting. Indeed, multiple interactions with the same nodes should be counted just once; this requires to incrementally keep track of all the nodes previously encountered during the evolution of the network, so to know when the degree centrality measure should be updated. This is also known as the distinct elements counting problem. Since it can be too expensive in terms of storage space to solve this problem exactly, data structures for efficiently approximating the number of distinct elements observed in a data streams have been proposed [15, 3, 7].

### 2.3.1 Distinct element counting problem

Let \( S \) be a multi-set of \( N \) objects to which it is possible to deterministically assign integer identifiers. Note that \( S \) can contain duplicate elements. Then, the distinct element counting problem is to find out the exact number \( F \) of distinct elements in \( S \).

Without restrictions on space and memory usage, the problem can be pretty easily solved with \( O(N) \) words of space by maintaining a list of distinct identifiers.
and outputting the cardinality of the set. However, there are many applications in which such space consumption cannot be afforded. For instance, in the streaming model the continuous stream of updates observed can contain a huge amount of different elements, and it is not acceptable to store all their identifiers; moreover, all the computations are required to be performed in just one pass, and checking whether the incoming element was already observed would involve in the worst case scanning a list of $O(N)$ elements.

In such applications, suitable data structures for finding an approximate count $\tilde{F}$ with a reasonable degree of confidence must be used. Here we discuss the famous Flajolet-Martin sketches, that achieve this goal with just $O(\log N)$ space.

Flajolet-Martin Sketches The Flajolet-Martin sketch (or FM sketch) [15, 17] is a data structure that incrementally estimates the number of distinct elements in a multi-set with low space and memory requirements. For instance, in the streaming model FM sketches can be used to maintain an approximation of the number of distinct objects in the stream in just one pass without having to store extra information about the objects previously observed.

The basic version of a FM sketch is composed by just a hash function $h()$ and a sketch represented by a $r$-bits bitmap, initialized to 0. An appropriate value for the sketch size $r$ is showed to be $O(\log_2 N)$, with $N$ the number of distinct objects. The hash function $h$ takes as input an object id $i$ and returns a pseudo random integer value with a geometric distribution, that is

$$\Pr[h(i) = v] = 2^{-v}$$

for $v \geq 1$.

When an object of the sequence is observed, its object id $i$ is hashed and the $h(i)$-th bit of the bitmap is set to 1. This means that multiple insertions of the same objects are only counted just once. Computing the estimated value of a sketch is very easy. The procedure finds the first bit of the bitmap that is still 0 and denotes its index as $R$; then, $\tilde{F} = 2^R$ is output as the FM estimation.

Intuitively, this works because of the geometric distribution of the values returned by the hash function; indeed, a generic bit $i$ of the bitmap is expected to be set to 1 after $2^i$ distinct hashing operations; thus, we expect $R$ to be roughly $\log_2 N$ if $N$ distinct objects were observed.

However, when implementing the FM procedure it is often necessary to design more advanced schemes in order to obtain more accurate estimations. The simplest idea is to use a set of $m$ different hash functions and maintain $m$ different bitmaps, thus obtaining $m$ values $R_1, R_2, \ldots R_m$. Then, the estimated number of distinct elements can be computed as

$$\tilde{F} = \frac{1}{\phi} 2^{\bar{R}}$$

where the “magic number” $\phi = 0.77351$ is a correction constant and $\bar{R}$ can be found averaging over the $m$ individual estimations: $\bar{R} = \frac{\sum_{i=1}^{m} R_i}{m}$.

Flajolet and Martin proved that using this simple procedure with $m$ bitmaps it is possible to count the number of distinct elements in a set using $O(m)$ storage and
operations per insertion with an expected relative result close to $\frac{0.78}{\sqrt{m}}$ for $N$ at least 100 [15].

They also proposed practical improvements to this procedure. They first observed that it can be expensive to generate many different good hash functions, and that instead one can just generate a single one and then the others by composing this source with a fixed set of permutations. They called the corresponding algorithm Multiple Probabilistic Counting and experimentally verified that it shows no performance degradation with respect to the previous version.

Moreover, instead of a simple averaging operation they proposed to use stochastic averaging, that allows to have $O(1)$ processing cost (that is, independent on the number of bitmaps $m$) instead of $O(m)$. The resulting technique is called Probabilistic Counting with Stochastic Averaging (PCSA) and works as follows. A second hash function is used in order to choose only one of the $m$ sketches when performing an update. Thus, each update is performed on only one sketch, and each sketch is actually counting only approximately $\frac{N}{m}$ distinct objects. The new estimation for the PCSA Algorithm will then be

$$\tilde{F} = \frac{m}{\phi} \sum_{i=1}^{m} R_i$$

PCSA and Multiple Probabilistic Counting are shown to be asymptotically equivalent in terms of expectation and standard deviation. However, the smaller processing cost leads to an increased non-linearity for smaller values of the count $N$.

In our work, we use the FM sketches to maintain, at each node in a dynamic network, an approximate count of the number of distinct users encountered during the evolution of the network. This works because FM sketches have three important properties when considering the context of distributed data streams [17].

**Property 1.** (Order insensitivity) Let’s consider a sequence $U$ of updates $u_1, u_2, \ldots u_k$ performed on a sketching algorithm. Then, the sketching algorithm is said to be order-insensitive if for every possible permutation of the sequence $U$ the algorithm returns the same result.

Clearly, the FM sketch is order-insensitive because the order of the update operations does not change the resulting estimation.

**Property 2.** (Duplicate insensitivity) Let’s consider a sequence $U_1$ of updates $u_1, u_2, \ldots u_k$ over distinct elements, and then another sequence $U_2$ with arbitrary repetitions of the updates of $U_1$. Then, a sketching algorithm is said to be duplicate-insensitive if the result returned when applying only $U_1$ is equal to the result returned when applying both $U_1$ and $U_2$.

Again, a FM sketch is by definition duplicate-insensitive because the hash functions map the same object on the same bits in the bitmaps.

**Property 3.** (Union property) Let’s consider two basic implementations of the FM sketch $fm_1$ and $fm_2$ that use the same hash function and estimate the cardinality of the multi-sets $S_1$ and $S_2$, respectively. Then, a new sketch $fm_U = fm_1 \lor fm_2$
constructed through a bitwise OR of the two sketches’ bitmaps can be used to estimate the cardinality of the multi-set $S_U = S_1 \cup S_2$ given by the union of the two sets.

This property follows immediately from the update procedure of a FM sketch, and can be easily extended to implementations with $m > 1$ through bitwise OR’s of pairs of bitmaps associated to the same hash function.

All these properties of the FM sketches mean that it can be possible to use this powerful tool in the context of dynamic networks, where a user can have multiple interactions with the same users, the order of such interactions must not affect the user’s estimation and it can be useful to merge the information in two or more users’ sketches in order to have a more accurate view of the network.

2.4 Eigenvector centrality

In eigenvector centrality, the importance of a vertex depends on how much its neighbours are important themselves. The idea is that ties with vertices with high importance values contribute to the importance value of a vertex more than ties with vertices that are not so important.

There are different eigenvector centrality measures. In general, the computation of such measures involves finding the eigenvector corresponding to the first eigenvalue of the graph adjacency matrix, taking it as a centrality measure. Unlike degree centrality, not only direct connections are taken into account but also undirected connections in the entire graph; the centrality of each vertex is proportional to the sum of the centralities of the vertices to which it is connected.

Formally, given the adjacency matrix $A$ of a graph, the eigenvector centrality is defined as the eigenvector $x$ such that

$$Ax = \lambda x$$

where $\lambda$ is the largest eigenvalue of $A$.

There are two main approaches when designing eigenvector methods for exploiting the structure of a (directed) graph [23]. The first approach is to introduce the notions of

- **authorities**, which are nodes with several in-links;
- **hubs**, which are nodes with several out-links.

The first algorithm which introduced these notions is HITS (Hypertext Induced Topic Search) [20], which defines both an authority score $x_i$ and a hub score $y_i$ for each node $i$. The main idea behind HITS is that good authorities are pointed by good hubs and good hubs point to good authorities. Let’s consider a directed graph $G = (V, E)$ with $|V| = n$ and its $n \times n$ adjacency matrix $A = \{a_{ij}\}_{1 \leq i,j \leq n}$ with $a_{ij} = 1$ if $(i, j) \in E$ and $a_{ij} = 0$ otherwise. Starting from an initial distribution $y(0)$ of positive hub scores (for instance, $y_i = 1, 1 \leq i \leq n$), the authority and hub scores distributions can be found by iteratively computing
\[ x(k) = A^T y(k - 1) \]
\[ y(k) = Ax(k) \]

until reaching a convergence or the desired level of accuracy. The main strength of HITS is its dual centrality measures scores; it computes on the graph two separate ranked lists of nodes in terms of authority scores and hub scores respectively, and one could be more interested in one or the other depending on the applications. On the other hand, it is simple for “spamming nodes” to greatly influence their own hub scores and consequently the authority scores of nodes in their local vicinity, a weakness in some possible applications, like for instance for web search information retrieval (for which it was originally designed).

The second approach is to see links between nodes in a graph as recommendations from one node to another, and to consider just one notion of “importance” of a node. This is the approach of PageRank [34], which assigns a PageRank score defined as the stationary probability distribution of a suitably modified Markov chain defined on the graph; this allows to greatly alleviate the problem of spamming nodes. We see PageRank more in detail in Section 2.6.

There are also other algorithms which employ a mixed approach. For instance SALSA (Stochastic Approach For Link Structure Analysis) [24] was designed with the goal of combining the strengths of HITS and PageRank. Like HITS, it defines both an authority and a hub score for each node, and like PageRank they are compute through the use of Markov chains. The problem of spamming is reduced thanks to a less interdependence of authority and hub with respect to HITS, and with respect to PageRank it has the advantage of defining dual scores instead of just one. However, its main drawback as regards an implementation on a web search engine is its query-dependence, meaning that a neighbourhood graph has to be constructed and authority and hub scores computed on it at query-time, while PageRank scores can be computed offline since are query-independent.

As regards the computation of eigenvector centrality measures on dynamic evolving graphs, the usual approach is to consider a static representation of a dynamic network obtained by aggregating the information about the state of the network over time [11]. However, this only gives an approximation of the centrality measure without considering the dynamic behaviour of the network.

### 2.5 Random walks and Markov chains

Given a graph and a starting vertex, a random walk [27] is the mathematical formalization of a random path on the vertices of the graph. At the beginning of the walk, we select one of the neighbours of the starting vertex at random and move to this neighbour; then, we select a neighbour of this vertex at random, and so on. A random walk is simply the sequence of vertices selected by this randomized process. It is a very simple yet powerful concept. Over the years, random walks have been well studied both in the context of theoretical analysis of infinite graphs (grids) and with respect to algorithmic uses, like for instance for sampling large data sets.
Markov chains and their properties  A random walk can also be seen as a finite Markov chain [29], that is a randomized process defined by transitions from one state to another between a finite or countable number of possible states.

**Definition 2.1.** A sequence of random variables $X_0, X_1, \ldots \subseteq S$ is a Markov chain with state space $S$ if all possible states have the Markov property, that is, the state at step $t+1$ $x_{t+1} \subseteq S$ only depends on the state at step $t$:

$$\Pr[X_{t+1} = x_{t+1} | X_0 = x_0 \wedge X_1 = x_1 \wedge \ldots X_t = x_t] = \Pr[X_{t+1} = x_{t+1} | X_t = x_t]$$

The Markov chain is called *time-homogeneous* if the state transition probabilities are independent of $t$. On the contrary, if they can change over time the Markov chain is called *non-homogeneous*. As the name suggests, a non-homogeneous Markov Chain does not assume a homogeneous behaviour of the stochastic process; the transition probabilities matrix $P$ is not constant but a function of time, therefore in general there is a different matrix $P_k$ with transition probabilities $p_{ij}^{(k)}$ at each step $k$. A non-homogeneous Markov chain can represent a random walk on a dynamic graph, in which the set of edges changes over time and the transition probability matrices are given by the topology of the network at each step. In Section 3.1 we show a more detailed analysis on this subject.

Given a connected graph $G = (V, E)$ with a set $V$ of $n$ vertices and a set $E$ of $m$ edges, let's define $P = (p_{ij})_{i,j \in V}$ as the $n \times n$ transition probability matrix of a time-homogeneous Markov chain on the graph. We can see the Markov chain as a random walk on the weighted graph associated with $G$ with labels on the edges representing the probability of moving from a vertex to the other. For every pair of vertices $i, j \in V$, the generic entry $p_{ij}$ of $P$ will be

$$p_{ij} = \begin{cases} \frac{1}{d(i)} & \text{if } (i, j) \in E \\ 0 & \text{otherwise} \end{cases}$$

denoting with $d(i)$ the degree of vertex $i$.

Given a marginal distribution $\pi_k = \{\pi_k(1), \pi_k(2) \ldots \pi_k(n)\}$ over states at step $k$, we have that

$$\pi_{k+1}^T = P \pi_k^T$$

and thus

$$\pi_k^T = P^k \pi_0^T$$

whichever the initial distribution $\pi_0$.

**Definition 2.2.** A probability vector $\pi^T$ satisfying $\pi^T = P \pi^T$ is called the stationary (or steady-state or equilibrium) distribution of the homogeneous Markov chain.

In general, the stationary distribution is not guaranteed to exist, to converge and to be unique. To do so, we have to ensure that the transition probability matrix $P$ is both stochastic and irreducible.
Definition 2.3. A probability matrix is said to be stochastic if it has only non-negative elements and each row sums exactly to 1.

In general, $P$ can fail to be stochastic because of the vertices $v_i \in V$ in the graph with $d(v_i) = 0$ – the rows of the matrix corresponding to these vertices are composed by all zero elements. A way to make $P$ stochastic is simply to add self-loops to these nodes.

Definition 2.4. A probability matrix is irreducible if the underlying Markov chain is irreducible, that is, if every state is eventually reachable from any other:

$$\Pr[X_k = s_j | X_0 = s_i] > 0$$

for every pair of states in the state space $s_i, s_j \in S$.

If the transition probability matrix $P$ of the Markov chain is stochastic and irreducible, then the Markov chain is guaranteed to have a unique positive stationary distribution.

Undirected graphs case In the case of undirected graphs, some convergence results can be shown for the stationary distribution of a random walk.

Theorem 2.1. Given a connected, undirected graph $G = (V, E)$ with $|V| = n$ and $|E| = m$, the stationary distribution of a random walk on $G$ is the probability distribution $\pi$ such that

$$\pi(u) = \frac{d(u)}{\sum_{v \in V} d(v)} = \frac{d(u)}{2m}$$

for every vertex $u \in V$.

Proof. First of all, we prove that $\pi$ is a probability distribution. Indeed:

$$\pi = \sum_{u \in V} \pi(u) = \sum_{u \in V} \frac{d(u)}{\sum_{v \in V} d(v)} = \frac{\sum_{v \in V} d(v)}{\sum_{v \in V} d(v)} = 1$$

Then, we show how the distribution at step $k + 1$ is equal to the distribution at step $k$. Let’s consider the $n \times n$ transition probability matrix $P = (p_{ij})_{i,j \in V}$ defined as before:

$$p_{ij} = \begin{cases} \frac{1}{d(i)} & \text{if } (i,j) \in E \\ 0 & \text{otherwise} \end{cases}$$

As we have seen, the distribution is stationary if the following condition holds:

$$P\pi = \pi$$

And for any vertex $i \in V$:

$$[P\pi]_i = \sum_{j=1}^{n} p_{ij} \pi(i) = \sum_{(i,j) \in E} \frac{1}{d(i)} \frac{d(i)}{\sum_{v \in V} d(v)} = \frac{1}{\sum_{v \in V} d(v)} \sum_{(i,j) \in E} 1 = \frac{d(i)}{\sum_{v \in V} d(v)} = \pi(i)$$
This means that the probability of being at any given vertex \( v \) tends to a well-defined limit independently of the starting vertex of the random walk (or Markov chain process), and this value depends by the degree of \( v \).

This is a very nice property, and we will show an analysis of its extension in the case of random walks on directed graphs in Section 3.1.

**Random Walks on weighted graphs** The concept of random walk on a weighted graph is a simple extension of the one regarding a simple graph.

Let \( G_w = (V, E) \) be a graph with a weight label \( e_{ij} \) associated to each edge \((i, j) \in E\). The entries of the weighted adjacency matrix \( A = \{a_{ij}\}_{i,j \in V} \) associated to \( G_w \) are simply defined as

\[
a_{ij} = \begin{cases} e_{ij} & \text{if } (i, j) \in E \\ 0 & \text{otherwise} \end{cases}
\]

Then, the transition probability between vertices \( i \) and \( j \) – that is the probability of selecting vertex \( j \) when the random walk is at vertex \( i \) – will be proportional to \( a_{ij} \) and defined as

\[
p_{ij} = \frac{a_{ij}}{\sum_{w \in V} a_{iw}}
\]

Then, the transition probability matrix \( P = \{p_{ij}\}_{i,j \in V} \) is analogous to the transition probability matrix of a non-weighted graph, and all the considerations made so far in this section are valid in the case of weighted graphs as well.

In particular, it can be extended the simple result about the stationary distribution of random walks on undirected graphs. That is, given an undirected weighted graph, the probability distribution \( \pi \) on the vertices of the graph such that

\[
\pi(u) = \frac{d(u)}{\sum_{v \in V} d(v)}
\]

is the stationary distribution on the graph, noting that in this case the degree of a vertex is defined as the sum of all edges incident to the vertex – that is, \( d(u) = \sum_{(u,v) \in E} e_{uv} \).

**2.6 PageRank**

PageRank [34, 23] is a link analysis algorithm for measuring the importance of nodes in a graph with respect to the structure of the graph itself. It was first introduced by Google founders Larry Page and Sergey Brin [34, 10] and it is at the basis of Google’s success as a web search engine.

Intuitively, given as input a directed graph – for instance the graph representing the web, where the websites are the nodes and links (citations) of one toward another are the edges – the PageRank algorithm assigns a numerical weight (the PageRank, or PR) to each node representing its “importance” with respect to the others. The idea behind PageRank is that a link from node \( u \) to node \( v \) carries a weight that contributes to the rank of \( v \) that is directly proportional to the PageRank of \( u \) and
 inversely proportional to the number of out-links of \( u \). In other words, the PageRank of \( v \) increases as:

- the size of the set \( N_{in}(v) \) of nodes that link to \( v \) increases;
- the PageRank of the nodes in \( N_{in}(v) \) increases;
- the number of nodes to which nodes in \( N_{in}(v) \) link decreases.

There can be a lot of subjective definitions of the concept of “importance” of a node (or a web page). PageRank tries to model the behaviour of a user navigating the web; in this so-called random surfer model, the user performs a random walk on the graph representing the web by starting from a random page and, at each step, clicking on one of the links contained in the page, choosing uniformly at random. In addition, at each page she has a given probability \( 1 - d \) of jumping to a random page in the graph; the value \( 0 \leq d \leq 1 \) is the so-called damping factor.

Given a node \( v \) and the set \( N_{in}(v) \) of nodes linking to \( v \), and defining \( N_{out}(u) \) as the set of nodes to which a node \( u \) links to, the recursive definition of the PageRank of \( v \), \( PR(v) \), is

\[
PR(v) = \frac{1 - d}{n} + d \sum_{u \in N_{in}(v)} \frac{PR(u)}{|N_{out}(u)|}
\]

where \( n \) is the total number of nodes in the graph.

### 2.6.1 Computation and convergence

Mathematically, PageRank is the probability distribution over the set of nodes in a graph that represents the probabilities that a Markov chain (or a random walk) on the graph is, at a given time, on each of the nodes. In other words, given a Markov chain with transition probability matrix \( P \), the computation of PageRank involves finding the the stationary distribution of the Markov chain; that is, the probability vector \( \pi \) satisfying

\[
\pi^T P = \pi^T \quad \text{and} \quad \pi^T 1^T = 1
\]

(\( \pi^T \) is the left eigenvalue of the probability matrix).

The transition probability matrix \( P \) can be derived from the adjacency matrix of the graph by normalizing each row such that the elements of \( P \) are

\[
p_{ij} = \begin{cases} \frac{1}{N_{out}(i)} & \text{if } i \text{ links to } j \\ 0 & \text{otherwise} \end{cases}
\]

However, for a stationary distribution to exist and the Markov chain to converge, the matrix \( P \) must be both stochastic (to ensure that such distribution exists) and irreducible (to ensure that the distribution converges); in general, this is not true and \( P \) must be adequately adjusted. In Section 2.5 we defined a stochastic matrix as a probability matrix with only non-negative elements and such that each row sums exactly to 1. \( P \) can fail to be stochastic because of rows summing to 0, corresponding
to nodes that don’t have any outgoing links; then, given \( n \) the order of \( P \), we can replace each zero row with \( e^T/n \) and call this new stochastic matrix \( P' \). We also defined the irreducibility property, which guarantees that the Markov chain has a unique positive stationary distribution. \( P' \) is stochastic but can fail to be irreducible; one way to solve the problem is to introduce a \( n \times n \) perturbation matrix \( E = ee^T/n \) and define a new matrix

\[
P'' = dP' + (1 - d)E
\]

where \( d \) as before is the damping factor that defines the probability of “teleporting” to any other node in the graph.

\( P'' \) can then be used in the Power method to iteratively compute the PageRanks of the nodes in the network. Starting from an initial uniform distribution with \( PR(N_i) = \frac{1}{n} \) \( \forall i = 1 \ldots n \), the PageRank vector \( \pi^T = \{PR(N_1), PR(N_2), \ldots PR(N_n)\} \) can be found by iteratively computing \( \pi^T = \pi^T P'' \) until \( \pi^T \) converges to a stationary distribution, or at least until the desired level of accuracy is reached.

### 2.6.2 Monte Carlo algorithms

We have seen how it is possible to compute PageRank with the deterministic power iteration method. However, depending on the problem size, this method may need very long and intensive computations before giving meaningful results. On the other hand, Monte Carlo methods for the PageRank computation have been proposed by Avrachenkov et al. [5] that present many advantages over the power iteration. For instance, they provide good PageRank results for important nodes after just one iteration; moreover, they have efficient parallel implementations and allow to update the PageRank continuously as the topology of the network changes.

Such methods are motivated by the following formula that derives from the PageRank definition:

\[
\pi = \frac{1 - d}{n} I^T [I - dP]^{-1} = \frac{1 - d}{n} I^T \sum_{k=0}^{\infty} d^k P^k
\]

given a damping factor \( d \) and a transition probability matrix \( P \).

From this formula they derived simple methods for sampling from the PageRank distribution. Indeed, considering a random walk \( \{X_t\}_{t \geq 0} \) that starts from a randomly chosen node, terminates at each step with probability \( 1 - d \) and makes instead a transition according to the matrix \( P \) with probability \( d \), it follows from the formula that the end-point of such random walk has a distribution \( \pi \).

Hence, algorithms can be designed to sample the PageRank distribution by simulating a number of random walks on the graph. Although the basic idea behind these algorithms is always the same, different versions can be implemented varying the number of random walks to be simulated, the starting points of these walks (either cyclic or random) and how the walks are used to sample the PageRank distribution. Here we report just two of the algorithms proposed in [5], which are the most significant with respect to our work.
Algorithm: MC end-point with cyclic start  
Simulate $N = mn$ runs of the random walk $\{X_t\}_{t \geq 0}$ initiated at each page exactly $m$ times. Evaluate $\pi(j)$ as the fraction of the $N$ random walks which end at node $j = 1 \ldots n$.

The expected value of the estimation given by the algorithm for each node $j$ is exactly the PageRank value of $j$ $PR(j)$. The number of required samples to achieve good accuracy with high probability is linear in $n$, meaning that we only would need one sample per node to have good estimations of the PageRank vector.

Another version of this algorithm is the *MC end-point with random start*, in which the $N$ runs of the random walk are simulated starting from a random node. Again, the PageRank of each node is evaluated as the fraction of the $N$ walks that end at it. This version of the algorithm is actually outperformed by the one with cyclic start. Indeed, the variance of this version is showed to be higher, and moreover it introduces the problem of picking nodes at random from the node set, that can be potentially very huge.

Algorithm: MC complete path  
Simulate the random walk $\{X_t\}_{t \geq 0}$ starting exactly $m$ times from each page. For any node $j$, evaluate $\pi(j)$ as the total number of visits to node $j$ multiplied by $\frac{1-d}{nm}$.

This is one of the algorithms that are part of the “complete path” Monte Carlo family; in these algorithms, the whole path of a random walk is considered rather than just its end-point. This can be done because it is equivalent to consider the average number of times that the random walk visits a node $j$. This actually gives a lower variance with respect to the case in which we only consider the end-points of the random walks, with the same results in terms of the number of walks necessary to achieve good estimations with high probability. Therefore, it is preferable to use complete paths algorithms.

A similar algorithm is the *MC complete path stopping at dangling nodes*. In this version, a random walk $\{Y_t\}_{t \geq 0}$ can be terminated at each step either with probability $1-d$ or when it reaches a dangling node – that is, we stop at dangling nodes rather than jump with equal probabilities to any other node at random. Then, for any node $j$, $\pi(j)$ is evaluated as the total number of visits to node $j$ divided by the total number of visited page.

The third and final version of complete path Monte Carlo methods is the *MC complete path with random start*, in which the $N$ samples of the random walk $\{Y_t\}_{t \geq 0}$ start at a random page and the PageRank value $\pi(j)$ of node $j$ is evaluated as the total number of visits to node $j$ divided by the total number of visited page (as in the version stopping at dangling nodes). However, as in the end-point algorithms, the version of the complete path algorithms with random start provides an estimator with a higher variance than the one with cyclic start. It is therefore preferred to use one of the other two complete path Monte Carlo methods, especially the version in which the samples fo the random walk stop at dangling nodes.

Experimental simulations confirmed how these Monte Carlo methods give very accurate estimation for important nodes after just one iteration. In particular, it is showed how the complete path method stopping at dangling nodes gives results with a relative error of only 7% with 95% confidence for nodes with high PageRank values. As regards the comparison between the different algorithms, it is showed how
MC complete path stopping at dangling nodes has the best performance, followed by MC end-point with cyclic start and MC complete path with random start, thus confirming the better performances of complete path algorithms with cyclic start over end-point algorithms with random start.

As we said, these Monte Carlo methods have natural parallel implementation and allow to perform continuous update of the PageRank vector as the network topology changes. Indeed, in a multi-processor system each available processor can run an independent Monte Carlo simulation. It is reported that the iterative power method performed by Google over the graph representing the web takes a few weeks of intense computations [36]. The PageRank vector changes significantly during such period of time, so Google prefers to recompute the PageRank vector starting from the uniform distribution rather than to use the previous version of the PageRank vector as the initial distribution for the new computation. It could be possible to update the PageRank vector using linear algebra methods, but one would need first to detect all the topology changes, that is all the nodes and edges added/removed to/from the previous network representation. However, this is not necessary when using Monte Carlo algorithms, since it could be possible to run them continuously while the database is updated with the changes in the topology, so to have an up-to-date estimation of the PageRank for relatively important nodes with high accuracy in real-time.

Monte Carlo algorithms for efficient incremental computation of the PageRank distribution have also been proposed [6]. They allow to incrementally update the approximations of the PageRanks as the underlying graph (like for instance the Web graph) changes, whereas the power method will always be out-of-date, failing to keep up with these changes while its computations take place. However, this methods are still centralized, because a central server is needed to simulate the random walks of which the algorithms make use, and the whole structure of the graph as well as its changes over time have to be known.

3 Centrality measures in evolving networks

In this chapter we discuss the challenges of a decentralized approach to an evolving network, and propose algorithms for the computation of some importance measures. We analyze the problems both from a theoretical point of view and considering the possibility of actual implementations.

The most interesting and challenging part of our work is designing algorithms for the decentralized computation of a PageRank-like measure on each node of the network, and analyzing from a theoretical point of view why the approach that we used can actually give good approximations. This involves studying the problem of random walks on evolving graphs with particular properties. We also attack the problem of computing distributed measures of degree centrality, showing how to use well-known aggregating data structures for designing algorithms and techniques.
3.1 Random walks on dynamic graphs

As we saw in Chapter 2, random walks on static graphs involve a simple discrete step process in which, at each step, the next node of the walk is chosen uniformly at random from the (fixed) set of nodes adjacent to the one at which the walk is currently on. This process is modelled by a homogeneous Markov Chain, that is a Markov Chain where the transition probabilities remain the same at all times.

Random walks on dynamic graphs [1, 4, 14] are somewhat more tricky, for the set of edges changes over time and so do the transition probabilities between nodes. The adjacency between nodes \( u \) and \( v \) in time step \( t_k \) does not imply that they will be adjacent also in time step \( t_{k+1} \). That is, in general for each time step \( t_k, 1 \leq k \leq n \), we will have a different adjacency matrix \( A_k \) and consequently a different transition probability matrix \( P_k \) – obtained by normalizing the rows of \( A_k \) such that each one sums to 1 – that defines the transition probabilities of the random walk in step \( k \).

The resulting Markov chain is non-homogeneous.

Let’s define \( X_k \) as the state of the Markov chain in time step \( k \) – that is, the node at which the random walk is at time \( k \) – and \( p_{k,k+\tau}(u,v) \) the transition probability between two nodes \( u \) and \( v \) over a number \( \tau \geq 1 \) of time steps. Then, we define

\[
p_{k,k+\tau}(u,v) = Pr[X_{k+\tau} = v|X_k = u]
\]

and thus the transition probability between \( u \) and \( v \) over a single time step can be defined as

\[
p_{k,k+1}(u,v) = \begin{cases} \frac{1}{N_k(u)} & \text{if } u \text{ and } v \text{ are adjacent at time } k \\ 0 & \text{otherwise} \end{cases}
\]

given \( N_k(u) \) the set of nodes adjacent to \( u \) at time \( k \).

Each of these transition probability matrices \( P_k \) has the same properties of the fixed transition probability matrix of a homogeneous Markov chain:

- all transition probabilities are non-negative; \( p_k(u,v) \geq 0, \forall u,v \in V \) and \( \forall k \geq 0 \)
- all rows of \( P_k \) are normalized so to sum to 1; \( \sum_{v \in V} p_k(u,v) = 1, \forall u \in V \) and \( \forall k \geq 0 \)
- in \( P_k \), a node has a self-loop if and only if it has no neighbours in step \( k \); \( p_k(i,i) = 1 \) if \( N_k(u) = \emptyset \) and 0 otherwise, \( \forall k \geq 0 \)

The density of such graphs can in general be very low, so that in most of the time steps source-destination pairs would not be connected by complete paths. In such intermittent networks, end-to-end connectivity between nodes can be achieved taking into consideration interactions in the network during a given number of steps and using a store-forward-carry paradigm, i.e. nodes can store information and forward them in later time steps. Figure 2 shows an example of a contact network dynamically evolving over time. Although node 1 is never directly connected to, say, node 5, still there exists an end-to-end path between them in the time period considered. In step \( t_1 \), node 1 sends a packet to its neighbour 3; however, none of its current neighbours is able to forward the packet to 5, so it stores it until \( t_2 \), when
it forwards it to 2; finally, in $t_3$, 2 forwards the packet to 5. It has to be noted, however, that it can be impossible to have such end-to-end connections between all possible pairs of nodes.

![Network topology at $t_0$](image1.png)

![Network topology at $t_1$](image2.png)
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Figure 2: Example of end-to-end connectivity during the evolution of a network over time

The problem of evaluating the cover time for dynamic networks has been approached [4, 13], but of course the network considered must satisfy some properties in order to even have a finite cover time, not to mention computing bounds on it. Instead, in real-world dynamic networks is not always possible to have guarantees on how the network will evolve over time, meaning that it is likely to have a clustered structure, with a number of disjoint network components that do not interact with each other. If this is the case, each node will be able to have only a partial view of the network, representing the component it belongs to. However, even if it is not possible to guarantee the possibility of having measures or information that globally take into account the whole network, it still makes sense to have local importance measures of a node with respect to its locally near peers, because in real applications of such systems what is important in the end is each node understanding how important it is with respect to others that it encounters during the evolution of the network.

### 3.2 Estimating the PageRank distribution

The standard way to compute the PageRank vector on a static graph involves the computation of the eigenvector of the adjacency matrix representing links between
nodes (users). In the context of a fully decentralized evolving network, however, three kinds of problems arise when trying to compute a PageRank-like importance measure.

The first problem is that there is no general knowledge of the overall structure of the network, and such adjacency matrix is not known; the computation is carried on by the single users and can only rely on exchanges of information among them, without any centralized computation. This also means that without a central authority collecting the data computed by all users in the network, it will not be possible (or at least it will not be a trivial task) to have a PageRank-like probability distribution over all users, i.e. a list of probabilities summing to 1. In other words, each user will not have an absolute measure of her own importance in the network, but rather a relative value representing her degree of importance with respect to others. It will then be possible for two users that meet at any given time to share their relative values and establish not only which one of them is more important, but also how much more important. Indeed, it is simple to see that the ratio between the two relative values is equal to the ratio of the two probabilities taken from the PageRank-like probability distribution obtained normalizing by the relative values of all users. Defining $r_u$ as the relative importance value of user $u$ and $\pi_u = \frac{r_u}{\sum_{\forall \text{ user } w} r_w}$ as the corresponding PageRank-like value of $u$ in the probability distribution over all users, we have

$$\frac{r_u}{r_v} = \frac{\pi_u}{\pi_v}$$

meaning that two users can compute their relative importance with respect to each other in the estimated PageRank-like probability distribution without knowing their actual probability values in the distribution.

The second problem is related to the computational capacity of the mobile devices involved – in the case of ad-hoc mobile networks – or, in general, of the computing elements. They perform all the computations, so it is crucial to carefully consider how much they can do and how much information they can store. In the case of mobile devices, new smartphones with better and better hardware resources are being produced every day, so using for instance this kind of device would give the possibility to have both reasonably high computational power and available storage space for carrying out our computation. On the other hand, if we were to use simpler devices, like RFID tags, things would greatly change; indeed, in general these kinds of devices can have very limited computational power and hardware space for storing information. A possible approach in designing algorithms and techniques for fully decentralized computations could be to make assumptions on the hardware resources necessary to run them, in fact limiting their possible applications to contexts in which suitably powerful devices can be deployed. However, a better approach (although certainly more challenging) would be to work on such algorithms and techniques in order to simplify them and reduce as much as possible the computational power and space consumption needed. Of course it is possible that going down this road we would need to lower the level of the goals that we aimed to achieve, since our initial targets could be (or seem to be) infeasible with only a limited amount of hardware resources. On the other hand, the results that we would reach would be
highly portable and very efficient, and it could be possible to deploy such techniques in a greater number of applications. Therefore, it is important to carefully keep in mind the resources demands when attacking this kind of problems. As we will show, in the design of our algorithms we care very much about this issue and make sure that the complexity of the operations performed as well as the space consumption on each node are minimal.

The third problem is inherently related to the dynamism of the network. Links are formed and destroyed over time, so the measure that we compute must keep up with the topology changes in real time; moreover, while in a network representation we can model the asynchronous interactions between users as instantaneous, in reality the duration of such interactions can vary in some applications—for instance, in ad-hoc mobile networks. To cope with this problem, it is important to reduce the amount of information that need to be exchanged between two users; the ideal situation would be to have a single packet of information sent, so to avoid inconsistencies when the duration of the interaction is too small to allow the exchange of multiple packets. Again, we take particular interest in designing techniques as generally implementable as possible, that is we try to require our protocols to have a minimal amount of information exchanges. We will see that our algorithms are very lightweight and need a very small information overhead to work.

An interesting thing to note is that while certainly more challenging to deal with, a fully distributed approach has the important advantage of better capturing the dynamic behaviour of an evolving network than a centralized one. A static centralized computation of users’ importance can take a lot of time, depending on the network size, and the values computed are necessarily outdated since in the time needed for the computation the network has continued to evolve and change. On the other hand, with a decentralized approach our estimated measures are updated in real time and fully represent the history of a user up to a given point in time.

Here we propose two distributed algorithms for computing at each node an estimation of its PageRank value while simulating the dynamic behaviour of the network. The basic ideas behind these algorithms come from the probabilistic algorithms for PageRank computation proposed by Avrachenkov et al. [5] for static networks and described in Section 2.6.2. Such Monte Carlo algorithms sample from the PageRank distribution by simulating random walks on the graph underlying the network and counting the fraction of such walks that pass through (or end at) each node. The number of walks that need to be performed varies with the desired level of accuracy. Although a good accuracy with high probability requires a very high estimated number of walks ($O(n^2)$), it is showed that those algorithms give a reasonable evaluation of the PageRank values for important nodes with just a linear number of random walks. The idea we exploit is similar, but extended to a dynamic environment with some expedients necessary for dealing with random walks in a dynamic network. In fact, the density of the network can in general be so low that source-destination pairs are not connected by complete paths most of the time (if not ever). For instance, in the real network traces that we consider only a very small fraction of all possible links in the network is actually present at any given time, and moreover there are pairs of users that cannot be connected by a path, even considering all the links in a given time period (that is, these networks...
are not entirely connected). In such intermittently connected networks, end-to-end
connectivity is achieved over time through the \textit{store-carry-forward paradigm}: con-
sidering a random walk as the action of users forwarding a token (the random walk
is at user $u$ if $u$ has the token), if at any given time user $u$ has the token but no
contacts with others, she can store and carry it until she meets one or more other
users, upon which she can forward the token according to the classic rules of simple
random walks. This is how we model the concept of random walk on an evolving
network in our algorithms. Additionally, we model the “teleportation property” of
the PageRank algorithm by introducing probabilities (fixed and equal for all users)
of generating and dropping tokens. The result of this randomized process is that
in both algorithms we introduce, while the network evolves tokens are continuously
generated, exchanged and dropped; the main difference between the two is in how
users update their importance estimations upon interacting with the tokens.

3.2.1 CWP Algorithm: Counting Walks Passing through a node

Let’s consider a dynamic evolving network with a set of nodes $V$ represented by the
Evolving Graph model, in which time is seen as a series of discrete time steps with a
suitable duration. For simplicity, we model the system as synchronous even though
it can be showed that it works also in asynchronous cases.

Initially, at time step $t_0$, each node $u \in V$ initializes a counter $R_{CWP}$ to 0 and
is provided with the same \textit{generate} probability $\alpha_g$ and \textit{forward} probability $\alpha_f$, with
$0 < \alpha_g < 1$ and $0 < \alpha_f < 1$. Let’s also define $N_t$ as the set of nodes that have at
least one neighbour in the network at time step $t$. Then, for each time step $t$:

- every node generates a token with probability $\alpha_g$;
- for every node in $N_t$: for every token it has, with probability $\alpha_f$ it forwards it
to one of its current neighbours picked at random (each token independently
from the others), dropping it instead with probability $1 - \alpha_f$;
- when a node receives a token, it increments its own count value by one unit
(i.e. it counts how many random walks pass through itself);
- at any given time, the count value $R_{CWP}$ of a node represents a measure of its
importance.

Note that nodes that do not have any neighbours in a time step are “frozen”, in
that they do not forward nor drop any token as in the store-carry-forward paradigm.

In this way we somehow simulate a number of random walks on the dynamic
graph. Then, as in [5] we use the number of walks passing through a node to
compute its PageRank-like value. The combination of the probabilities $\alpha_g$ and $\alpha_f$
of, respectively, generating and forwarding/dropping a token tries to model the
\textit{random surfer model} of the original PageRank algorithm, for which at each step of
the random walk there is a given probability of jumping to a random node.

Collecting the count values of all nodes, it is straightforward to get a PageRank-
like distribution by normalizing by the sum of all count values:
Algorithm 1 CWP (Counting Walks Passing through a node)

\[
\text{Algorithm 1 CWP (Counting Walks Passing through a node)}
\]

\[
\begin{align*}
\text{UPON EVENT } & <\text{ init }>: \\
R_{CWP} &= 0 \quad \triangleright \text{ relative importance value of the node} \\
tokens &= 0 \quad \triangleright \text{ number of tokens at the node} \\
\text{for all} & \ \text{time steps } t \ \text{do} \\
\text{generate a random value } r_{g} \in [0, 1] \\
\text{if } r_{g} \leq \alpha_{g} \text{ then} \\
tokens &\leftarrow tokens + 1 \\
\text{end if} \\
\text{let } N_{t}(u) \text{ be the set of links } (u,v) \text{ that exist in the network at time step } t \\
\text{if } N_{t}(u) \neq \emptyset \text{ then} \\
\text{while } tokens > 0 \ \text{do} \\
\text{generate a random value } r_{f} \in [0, 1] \\
\text{if } r_{f} \leq \alpha_{f} \text{ then} \\
pick user } v \text{ such that } (u,v) \in N_{t} \text{ uniformly at random} \\
\text{send token to } v \\
\text{end if} \\
tokens &\leftarrow tokens - 1 \\
\text{end while} \\
\text{end if} \\
\text{end for} \\
\text{UPON EVENT } & <\text{ receive token }>: \\
tokens &\leftarrow tokens + 1 \\
R_{CWP} &\leftarrow R_{CWP} + 1 \\
\text{UPON EVENT } & <\text{ query }>: \\
\text{return } R_{CWP} \\
\end{align*}
\]

Figure 3: Pseudo-code of the CWP Algorithm at generic node \( u \)

\[
\pi_{CWP}(u) = \frac{R_{CWP}(u)}{\sum_{v \in V} R_{CWP}(v)}
\]

In Chapter 4, this is the distribution that we compare to the real PageRank distribution on the data sets chosen for the simulations; this way, we evaluate the goodness of the results returned by the algorithm.

3.2.2 CWE Algorithm: Counting Walks Ending on a node

The evolution process of the CWE Algorithm is the same as CWP. Time is seen as a sequence of discrete time steps in which users generate and forward (or keep, if they are isolated) tokens; the exchange of tokens represents the execution of a number of random walks on the dynamic graph representing the network, and nodes compute
Algorithm 2 CWE (Counting Walks Ending on a node)

upon event < init >:
\[ R_{CWE} = 0 \quad \text{▷ relative importance value of the node} \]
\[ \text{tokens} = 0 \quad \text{▷ number of tokens at the node} \]

for all timesteps \( t_i \) do
    generate a random value \( r_g \in [0, 1] \)
    if \( r_g \leq \alpha_g \) then
        \( \text{tokens} \leftarrow \text{tokens} + 1 \)
    end if
let \( N_t(u) \) be the set of links \((u, v)\) that exist in the network at time step \( t \)
if \( N_t(u) \neq \emptyset \) then
    while \( \text{tokens} > 0 \) do
        generate a random value \( r_f \in [0, 1] \)
        if \( r_f \leq \alpha_f \) then
            pick user \( v \) such that \((u, v) \in N_t(u)\) uniformly at random
            send token to \( v \)
        else
            \( R_{CWE} \leftarrow R_{CWE} + 1 \)
        end if
        \( \text{tokens} \leftarrow \text{tokens} - 1 \)
    end while
end if
end for

upon event < receive token >:
\( \text{tokens} \leftarrow \text{tokens} + 1 \)

upon event < query >:
\( \text{return } R_{CWE} \)

Figure 4: Pseudo-code of the CWE Algorithm at generic node \( u \)

their relative importance values with respect to these walks. Here, however, a node increments its counter \( R_{CWE} \) by one unit when it drops a token, that is when a random walk ends at the node.

This way each node counts how many walks end on itself, rather than how many walks it is part of. Again, at any time a PageRank-like distribution over the nodes can be found simply normalizing all relative count values by the total sum of counts (i.e. the total number of random walks with length greater than 1) up to that time:

\[ \pi_{CWE}(u) = \frac{R_{CWE}(u)}{\sum_{v \in V} R_{CWE}(v)} \]

Intuitively, it can be noticed how these count values will be considerably smaller than the ones given by the CWP Algorithm; indeed, the number of random walks
ending on a node can only be a fraction of the total number of random walks passing through it. A formal proof is shown in Section 3.2.3.

### 3.2.3 Algorithms analysis

These two algorithms work on static graphs. Indeed, if the graph topology does not change they can simply be seen as decentralized versions of the Monte Carlo algorithms presented in Section 2.6 [5], with the nodes generating tokens at a fixed rate and the random walks simulated through the exchanges of tokens used for sampling from the real PageRank distribution. In the remainder of this section, we show that, for a static network, i) the CWE algorithm essentially computes the standard Pagerank vector, up to a constant and ii) the CWP algorithm in expectation computes the same vector as the CWE algorithm, again up to a constant.

#### The CWE on static networks

A nice property of the CWE algorithm is that it essentially computes the Pagerank vector on static networks [8].

In particular, assume for simplicity the system is synchronous and consider $T$ consecutive time steps. It is possible to characterize $E_A[C_i]$, i.e., the expected number of tokens that die at $i$ during this interval according to the CWE algorithm. We have:

**Theorem 3.1.**

$$E_A[C_i] = rTn(1 - \theta)\pi_i,$$

*Here, the expectation is taken with respect to the distribution $A$ on the set of possible random walks generated by Algorithm CWE. In turn, $\theta$ is the probability that a random walk generated according to the process whose distribution defines the PageRank, defined in Subsection 2.6.2.*

It should be noted that $\theta$ is a quantity that only depends on the network. This implies that the orderings defined by $E_A[C]$ and $\pi$ are the same.

#### CWE vs CWP

The two algorithms are based on a simple idea and are easily implementable; the main tool that each node must possess is a good random number generator (RNG) for computing independent random numbers. The computation required at each node in a time step is minimal, reducing in the worst case to the generation of two random numbers and the update of two counters. The random number generation can be implemented as to take constant time, so the algorithm in each time step runs in constant time as well.

The space requirements are also negligible, reducing to two integer counters (one for the estimated count value and the other for the number of tokens possessed), plus the space to store the two probabilities $\alpha_g$ and $\alpha_f$, leading to $O(1)$ storage space.
As regards the communication overhead, the algorithm requires the exchange of tokens between nodes. This means that the transmission of only a small amount of information is needed; indeed, the transmission of a “token” can be implemented with a small special packet or a 1-bit field in a packet containing other information, so the exchange overhead is minimal.

In ad-hoc mobile networks, all this makes it possible to implement the algorithms on devices with low computational capacity and small storage space – such as RFID tags – giving the possibility of reducing the costs for the deployment of more powerful devices.

As we already noted, the CWE Algorithm gives as results smaller count values than the CWP Algorithm.

\textbf{Theorem 3.2.} For each node, the expected importance value over a given time period returned by the CWE Algorithm is less or equal to the expected importance value returned over the same time period by the CWP Algorithm. Moreover, the ratio between the two is equal to the probability $1 - \alpha_f$ of dropping a token:

$$\mathbb{E}[R_{CWE}] = (1 - \alpha_f) \mathbb{E}[R_{CWP}]$$

\textit{Proof.} Let’s define $X(u)$ as the number of tokens a node $u$ receives from others during the network evolution in the given time period and $X_d(u)$ as the number of such tokens that $u$ drops (in both cases we do not consider tokens generated by $u$ which did not pass through at least one other node).

Trivially, we have

$$\mathbb{E}[X_d(u)] \leq \mathbb{E}[X(u)]$$

because, from the definition, the number of tokens dropped $X_d(u)$ can only be a fraction of the total incoming tokens $X(u)$. Moreover, noting that each token is dropped or forwarded independently from the others, we can rewrite $X_d(u)$ as

$$X_d(u) = \sum_{i=1}^{X(u)} \Pr[\text{the node drops token } i] = \sum_{i=1}^{X(u)} (1 - \alpha_f) = (1 - \alpha_f)X(u)$$

and then, for the linearity property of the expectation of a random variable,

$$\mathbb{E}[X_d(u)] = (1 - \alpha_f)\mathbb{E}[X(u)]$$
But it follows from the definition that the two random variables $X(u)$ and $X_d(u)$ represent exactly the importance values over the time period returned by the CWP Algorithm and the CWE Algorithm, respectively. Therefore

$$E[R_{CWE}] = (1 - \alpha_f)E[R_{CWP}]$$

This means that choosing, for instance, a forward probability $\alpha_f = 0.85$, the expected count value for each node returned by the CWE Algorithm will be about 15% of the expected count value of the same node returned by the CWP Algorithm.

Working with smaller values has two consequences. On one hand, it allows to save a little computational power for updating the counter, since a much smaller number of operations are needed on a node. On the other hand, smaller values mean a greater convergence time to reach “stable” values, meaning that it would take more time at the beginning of the evolution process to reach a reasonable level of accuracy as well as more time to respond to the changes in the network. This is especially true for very sparse or slow-evolving networks in which there are only few links in each time step.

In general, however, as we will also experimentally show in Chapter 4, the two algorithms basically provide the same results for undirected networks. In the case of directed networks, however, things can greatly change. This is because it would be possible to have nodes with high in-degree and low (or zero) out-degree that will generate and receive a high number of tokens with very few (or none) occasions of forwarding/dropping them. For these “sink” nodes, the CWP Algorithm works as usual, while the results of CWE are corrupted by their inability of dropping the tokens they receive, so we expect CWP to outperform CWE when dealing with directed networks.

### 3.3 Dynamic degree centrality

Another important measure of relative importance of a node within a graph is degree centrality. As we said in Section 2.2, the degree centrality of a node $u$ in a static graph is simply defined as the degree of $u$, that is the number of links (edges) incident to $u$ in the graph. Instead, in a weighted graph the degree centrality of node $u$ can be defined as the sum of the weights of all edges incident upon itself. In the case of a dynamic graph, there are two possible definitions of the degree of a node.

A natural approach would be to define the degree of a node as its total number of contacts with other nodes, that is the total number of edges incident upon itself in the evolution of the dynamic graph. This is the same as considering the weighted degrees in the aggregated weighted representation of the dynamic graph, in which each edge is labelled with the number of times it appeared during the evolution of the graph. This definition of degree centrality, that we call *volume degree*, has a major drawback in the context of dynamic evolving networks. Suppose we define
the importance of a user as the total number of contacts with other users she had, without taking into account any other information on the diversity of such contacts, and consider a dynamic network composed by a number of people that move about a room interacting with each other over the period of an evening. Now consider two lovers that spend all evening in a corner of the room with each other, without interacting with the other users. At the end of the evening, they will both have a high degree centrality value, because they had many interactions between themselves. But, although they are certainly very important one for the other, it seems quite wrong to consider them “important” with respect to the entire group of people. It would be more natural to consider as “important” the guy who moved a lot about the room, meeting and becoming friends with many different people.

The second possible way of defining degree centrality measure in a dynamic graph is counting the number of nodes with which at least an interaction occurred – we call it absolute degree. In the example of before, the guy that met many people in the room would gain importance with respect to the previous measure, while the two lovers’ importance measure would be greatly downgraded. This is not a perfect measure either, since the total number of contacts can still be important to consider, but it seems overall a better way of trying to understand which users we consider the more “active”.

Computing the volume degree at each user is trivial: all that is needed is a counter to be incremented every time a new interaction with another user occurs. Computing the absolute degree is also an easy problem, if there are no restrictions on the hardware resources: if all users are assigned a unique identifier at the beginning, each user could simply maintain a counter and a list of the identifiers of the users encountered so far, and upon each interaction consult such list for deciding whether to increment the counter or not. However, this approach does not scale well as the number of users in the network increases, since both the space required for storing the identifiers and the time necessary to scan the list would increase as well. Moreover, a low-power device could not have enough space to store the identifiers of all the (potentially thousands) users in the network.

This challenging aspect of efficient implementation and the considerations made before led us to consider absolute degree as the main degree centrality measure to focus on in our work, but we present a very simple procedure for computing volume degree as well. In our analysis we take into account into account both the directed and undirected network cases, and show how the computations are affected.

3.3.1 Absolute degree and Distinct Users Count Algorithm

Generally speaking, the agents that form evolving networks cannot be assumed to be able to store the identifiers of potentially all their peers, that is the total number of users in the network. This is a problem when counting the number of distinct other nodes encountered, since it could be too expensive to store all their identifiers. To solve this problem it is needed a data structure that works with a small amount of resources and can give a reasonable approximation of the real value we would like to compute. The algorithm that we propose uses the famous or FM sketch [15] data structure for counting the number of distinct values in a sequence in just one pass.
As we already described in Section 2.3.1, it is a probabilistic counting technique based on the use of a hash function and a simple bitmap; when an element of the sequence arrives, its identifier is hashed and a corresponding bit of the bitmap is set to 1; the bitmap is then used to estimate the number of distinct elements observed. Several advanced variants have been proposed over the years, but whichever of them one chooses the important property guaranteed by this data structure is the duplicate insensitivity: if an element has already been inserted in the sketch, multiple further insertions of the same element do not affect any more the distinct count estimation. In the context of dynamic networks, this means that if a user maintains an FM sketch to estimate the number of distinct users she has encountered so far, multiple interactions with the same user will not affect such estimation.

A special consideration has to be made for directed networks. In this case, links are not symmetric any more, meaning that node A can “see” node B and not vice-versa; nodes will then have two degree measures (in-degree and out-degree) representing the number of incoming and outgoing links, respectively. This introduces the question of how a node should count the number of distinct users encountered, i.e. if a node should consider the in-degree, the out-degree or both for selecting the users to add to its count.

The solution to this problem comes from the nature of a particular type of evolving social networks that we analyze: ad-hoc mobile networks. In such systems there are mobile hosts that, when in proximity, communicate with each other through wireless communication links. Generally speaking, when a node detects the presence of another one it does not know its identity, and they can only identify each other by sharing informations. In this context and with directed communication links (due for example to characteristics of the specific wireless technology), a node A can only know the identity of node B when B transmits to A its own identifier. Therefore, for the distinct user counting problem a node can update its estimation only upon receiving transmissions from others, that is we are actually counting the absolute in-degree of the node. On the contrary, when detecting the presence of another node, it can transmit to it its own identifier but it is not able to update the estimation of the number of distinct users because it does not know the identifier of the other one.

This is a reasonable assumption; in directed networks a the distinction can be made between “popular” users (that receive many links from others, leading to high in-degree) and “active” users (that link to many others, leading to high out-degree), and in the context of measuring importance the first ones are much more relevant to us than the others.

**DUC Algorithm: Distinct Users Count** Let’s again consider a dynamic evolving network with node set $V$ represented by the Evolving Graph model, in which time is seen as a series of discrete time steps with a suitable duration. At time step $t_0$, each node of the network initializes a FM sketch; to guarantee the correct functioning of the algorithm, it is essential that all nodes implement not only the same version of the data structure, but also that they all use the same hash function(s) to insert elements in the sketch. At $t_0$ each node is also provided with an identifier that is guaranteed to be unique in the network. Then, throughout the evolution of
the network, whenever a node interacts with others in a time step, it sends its own id to them (and consequently receives theirs). Upon receiving an id, it simply uses it as key to update its FM sketch. At any given moment, it can then estimate the number of distinct nodes it has encountered by querying the FM sketch to get the estimated result.

Algorithm 3 DUC (Distinct Users Count)

\begin{algorithm}
\begin{algorithmic}
\State \textbf{upon event} \texttt{init}:
\State \textbf{initialize a FM sketch sketch}
\ForAll{time steps $t$} \Comment{algorithm step}
\Let $N_t(u)$ be the set of links $(u,v)$ that exist in the network at time step $t$
\ForAll{$v \in N_t(u)$}
\State send packet to $v$ containing id $id_u$
\EndFor
\EndFor

\State \textbf{upon event} \texttt{receive packet containing id $id_w$}:
\State add $id_w$ to sketch

\State \textbf{upon event} \texttt{query}:
\State \Return estimated count of sketch
\end{algorithmic}
\end{algorithm}

Figure 5: Pseudo-code of the DUC Algorithm at generic node $u$

A couple of observations can be made for this algorithm. The computations at each node consist essentially of the update operation of a FM sketch; such updates involve a number $m$ of hashing operations and bit flips. The value of $m$ depends on the implementation of the FM sketches; the more accurate one wants the estimations to be, the more hash functions and bitmaps are to be used in order to get better results. Then, for each FM sketch update $O(m)$ operations are needed; such operations can be efficiently implemented in parallel. As regards the query operation for estimating the number of distinct users encountered, it also depends on the implementation – each version different from the simple original one will need some sort of averaging on multiple estimations that are used to improve accuracy. The query operation is not expected to be performed very often anyway, so it does not represent a concern for the overall performances.

An analogous trade-off goes for the space needed at each node to store the FM sketch, that is given by the space to store the hash functions and the bitmaps representing the sketch. Good hash functions have been proposed \cite{31} that only need two words of memory to be stored. The optimal bitmap size is logarithmic with respect to the total number of users in the network ($|V|$), so the algorithm overall requires $O(m \log |V|)$ bits of storage space per node.

On the other hand, the communication overhead between nodes does not depend on the implementation of the FM sketches, i.e. it does not depend on $m$. When communicating, the nodes transmit to each other just a small packet of information.
containing the numerical identifier of the sender, so the algorithm introduces a constant communication overhead and the number of packets exchanged in the network goes with the number of interactions between the nodes.

Evaluating the performance of the algorithm on real data sets (see Chapter 4), we see how it is possible to get good approximations of the actual values using just a small value of $m \sim 4$. This means that it is feasible both from the point of view of computational power and storage space to implement the algorithm on low-power devices such as RFID tags with minimal overhead.

### 3.3.2 Volume degree and Total Interactions Count Algorithm

We defined volume degree of a node as the sum of the weights of all edges incident upon the node in the aggregated graph representing a network. In the case of our dynamic evolving network, the weights on the edges represent the frequency of the corresponding links between nodes, that is how many times such links appeared in the real network traces. As we said, this is a simple measure to compute at each node, since it is only needed to count how many interactions the node has with others. We also pointed out how this kind of degree centrality can fail to measure the importance of a node, since it can be exploited by “spammer users” that boost their relative importance values. However, the total number of interactions of a node can still be interesting to know in addition to other importance measures to understand how the node socially behaves among the others.

As we did with absolute degree, it must be discussed also here how the degree measure is defined in the case of directed networks. In this case it is possible to take into consideration both in-degree and out-degree; indeed, a node can increment its count of interactions upon detecting nodes that it sees (out-degree) and upon receiving transmissions from nodes it does not see (in-degree). Counting both, we have a sort of aggregated total degree analogous to the one in the undirected case. However, implementing the algorithm in this way, counting both in-links and out-links of a node, we would have a discrepancy when dealing with undirected network; in such cases, in-degree and out-degree of a node are always the same and should not be counted both, so the total number of interactions of a node returned by the algorithm would be twice the actual value. To avoid a loss of generality and the need to specify two different implementations for the undirected and directed network cases, as we did before we again considered only the volume in-degree, counting for each node only the number of incoming transmissions. Again, this is a reasonable assumption because in this way we are somehow computing the degree of popularity of a node among its peers.

**TIC Algorithm: Total Interactions Count** The TIC algorithm is very simple and easily implementable. Each node in the network just increments a counter by 1 every time another one links to it in a time step, that is whenever it receives a packet of information from another node. These packets are transmitted over the wireless medium whenever a node detects another one. At any given time, the count value represents the number of interactions of the node with others.
As we said, there is a different definition of “interaction” in undirected and directed networks. The algorithm only counts the in-degree of a node, so that no updates on the counter are made when dealing with out-links. This way, in the undirected case it counts the number of symmetric contacts with others while in the directed case it counts the number of incoming links.

**Algorithm 4 TIC (Total Interactions Count)**

```
upon event < init >:
    count = 0
for all time steps t do  // algorithm step
    let $N_t(u)$ be the set of links $(u,v)$ that exist in the network at time step $t$
    for all $v \in N_t(u)$ do
        send generic packet to $v$
    end for
end for

upon event < receive generic packet >:
    count ← count + 1

upon event < query >:
    return count
```

Figure 6: Pseudo-code of the TIC Algorithm at generic node $u$

This algorithm can be trivially implemented with negligible overhead in terms of computational power, storage space and communication overhead. In fact, rather than to deploy it in a standalone implementation, it makes more sense as a low cost “bonus feature” on top of the implementation of other decentralized importance measure algorithms like the ones described early in this chapter.

### 3.3.3 A simple extension: estimating the network size

In a fully decentralized approach to a dynamic network, each user is kind of left alone to herself, without any knowledge of the actual extension of the network she is part of. It is a natural consequence that a user would want to know how big is the outside world and try to understand how much of it she explored, and to have a measure of the percentage of people she interacted with. This is why it is interesting to analyze a way to compute at each node the approximate size of the network.

The obvious problem is that it is not possible to guarantee that each node will be able to estimate the size of the whole network. Since the only way of information propagation is through the communication between pairs of nodes, each user will only be able to have a reasonable idea of her local vicinity; but if, for instance, the network is composed by a number of disjoint connected components without any point of contact, two users belonging to different components will never be able to
know the existence of each other, let alone to have an idea of how big the network really is. Without assumptions on the network topology it is not possible to make this computation with a reasonable level of accuracy.

Nonetheless, this is not a big problem under the right perspective. Let’s recall that what we are actually interested in is a relative measure of the importance of a user with respect to her neighbours rather than an absolute value. From this point of view, the fact that a user is only able to estimate the size of the sub-network she is part of is sufficient to our purposes, because her relative importance measure will refer to that sub-network. It is a simple matter of perspectives – if there is a group of people which only interact with each other ignoring the existence of other groups in the network, as regards them that group is the network, and a local estimation of the group size will suffice.

What can be done with an estimation of the (sub)network size? The most interesting use is in combination with the distinct users count (see Section 3.3.1) giving the possibility for a user to estimate the fraction (and percentage) of distinct users in the (sub)network with which she interacted. Then, the higher is this fraction, the more important the user will be considered, being seen as influential.

The problem of how this result can be achieved has something in common with the problem of counting the number of distinct users. To compute a distributed estimation of the network size, each node has, first of all, to count the distinct number of peers she interacted with; then, all these information at the individual users must be shared and somehow aggregated so to give the final result. Again, without a central computational point the users can only rely on the information exchanged with their neighbours.

The solution is in using again the FM sketches. As in the distinct count problem, each user maintains a FM sketch; this time, however, the sketch represents the estimated number of users in the connected component of the network to which the user belongs. The key idea is that whenever two users interact, they not only share with each other their identifiers but also their respective sketches; this way, they merge their individual knowledge and get both a clearer view of the environment they are in. In the case of directed networks the problem is somehow more difficult, since the communications are unidirectional and only one of the two users involved in an interaction will get an improvement on her estimation, leading to less information propagation and accuracy problems.

In terms of algorithmic steps it is a very simple procedure, but a careful analysis on the transmission overheads has to be made.

**ENS Algorithm: Estimating Network’s Size** As in the other algorithms we presented, we model time as a sequence of discrete time steps. Each node in the dynamic graph maintains a FM sketch and upon detecting a link in a time step it transmits to its neighbour the bitmap stored in it, that represents the estimation given by the sketch. Upon receiving such information from another node, an update is made on the FM sketch in terms of bitwise OR between the two bitmaps; indeed, from the definition of the FM sketch it follows that this is exactly how the union operation on two sketches can be performed.

The analysis of the algorithm is similar to the one of the DUC algorithm.
Algorithm 5 ENS (Estimating Network’s Size)

Upon event \(< \text{init} >\):
- Initialize a FM sketch \(sketch\)
- Add \(id_u\) to \(sketch\)

For all time steps \(t\) do \(\triangleright \) algorithm step
  - Let \(N_t(u)\) be the set of links \((u, v)\) that exist in the network at time step \(t\)
  - For all \(v \in N_t(u)\) do
    - Send packet to \(v\) containing the FM sketch \(sketch\)
  end for
end for

Upon event \(< \text{receive packet containing a FM sketch } sketch_w >:\)
- \(sketch \leftarrow sketch \cup sketch_w\) \(\triangleright \) bitwise OR

Upon event \(< \text{query} >:\)
- Return estimated count of \(sketch\)

Figure 7: Pseudo-code of the ENS Algorithm at generic node \(u\)

In general, for the FM sketch implementation to give reasonable results it will need to use a number \(m\) of independent estimations, that is \(m\) hash functions and \(m\) bitmaps. The space needed to store all of them is again \(O(m \log |V|)\) bits of memory, since the optimal size of a bitmap is logarithmic with respect to the total number of nodes in \(V\). The computations needed at each node now involve \(m\) bitwise OR between pairs of bitmaps; the complexity of the bitwise operation depends on the length of the input bitmaps, so the algorithm has \(O(m \log |V|)\) complexity also for the computational time. Since \(\log |V|\) grows slowly as the network’s size grows and since, as we will see in Chapter 4, we can choose a reasonably low value of \(m\) and still get good approximations, the hardware resources required by the algorithm are quite reasonable, and this makes it possible to implement the algorithm on low-power devices.

The main drawback of the algorithm is the communication overhead needed to work. Each time that couples of nodes interact, they have to transmit to each other the whole FM sketch, leading to \(O(m \log |V|)\) information overhead. As we previously noted, it is important to keep the size of the packets exchanged between nodes as small as possible, in order to avoid transmission problems and inconsistencies; therefore, in real implementations the value of \(m\) has to be carefully tuned as to deal with this trade-off.
4 Experimental analysis

In this chapter, the performances of the algorithms described in Chapter 3 are evaluated through comprehensive simulations. All the three network traces on which the experiments are performed come from real-world data in a way or another, and both the directed and undirected case are covered; for each network trace we show how it was obtained and its topological characteristics. Then we briefly describe the experimental setup for the simulations processes, including the input data and a summarization of the procedures used. We also describe the different performance metrics used for the evaluation of the different algorithms, motivating our choices case by case. Finally, we provide the simulation results over the dynamic network traces for all the importance measures introduced, and analyze how the corresponding algorithms succeed to give a good approximation of the “real” importance values computed on aggregated static representations of the same networks.

4.1 Network traces

Here we present the real-world network traces on which we simulate the algorithms proposed in Chapter 3 in order to evaluate them. Two of these networks are undirected and are the results of two projects in which the movements of real people who agreed to participate to the experiments were tracked. On the contrary, the third network is directed and was artificially built from the data made available by the MemeTracker project [30], considering blog articles/web pages referencing each other over time as nodes interacting in a dynamic network.

4.1.1 SocialDIS project

In the SocialDIS project [37], the movements of a group of volunteer students were (anonymously) tracked at the first floor of the Sapienza university Department of computer and systems science in Rome for a period of 5 days. Taking proximity as measure of connection between two students (nodes), a dynamic network was constructed taking into account the behaviour of people and their connections during the period of time considered.

20 RFID reader devices were placed in the rooms and corridors on the first floor of the building; these readers are simple wireless access points able to receive packets of information sent by tags and forward them to a central collector server via a LAN (Local Area Network). All the about 120 students that participated to the experiment were asked for generic information about themselves (age, sex and academic status), not enough however to make possible to identify the owner of a specific tag. They were also given an active RFID tag in order to collect information on both their position and proximity between two people. Indeed, each RFID tag periodically broadcasts packets of information about its approximate position and its social contacts (i.e. other tags which are near it). All proximity packets sent by the tags (containing the timestamp of the interaction, the identifier of the source tag and the identifiers of all the other tags involved) were then collected by the readers and
sent to a central server for offline processing. From the about 250 megabytes of data logs collected, it was possible to obtain a dynamic contact network considering the evolving graph of relationships for each timestamp of the time period considered; that is, for every second of the experiment we can build a graph representing a snapshot of the network at that moment, containing all the nodes and only a subset of edges between nodes in proximity of one another in that timestamp. Notice that each of these graphs is inherently undirected, as the proximity measure that we study is a two-way relationship.

Figure 8 shows the aggregated graph obtained from the data of the SocialDIS experiment. The size and colour of nodes indicate the number of neighbours (i.e. number of distinct nodes with which it had a contact), while the thickness of the edges indicates the number of interactions between two nodes. It appears clear from the figure how the network has a quite large connected component, with only few isolated nodes that did not interact at all with others. The representation of the network also highlights the most important nodes in terms of number of neighbours and contacts.

4.1.2 MACRO project

Similarly to the SocialDIS project, in the MACRO experiment [28] the movements of a group of volunteers were tracked for a whole evening in one of the rooms of the MACRO (Museo d’Arte Contemporanea di Roma) museum\(^1\), site in Rome.

During the NEON exhibition opening on the 20th of June 2012, about 120 visitors agreed to submit some personal information like age sex, nationality, etc. (again, not enough to identify the owner of a specific tag) and to wear an RFID in the Enel Room of the museum in order to gather information about their approximate location and their social interactions. Information sent by the tags were collected by RFID readers located near the main artworks of the exhibition, that forwarded all the data to a central collector server for offline processing. Again, as in the SocialDIS experiment, a dynamic contact network was then constructed taking into consideration the proximity between people over time, corresponding to dynamic edges in the network.

A representation of the aggregated data of the experiment is shown in Figure 9. The size and colour darkness of circles represents the amount of social contacts of a visitor, while the thickness of the edges represents the total time of interaction between two visitors.

4.1.3 MemeTracker data set

MemeTracker [30] is a project that aims to track news phrases over the web. It scans every day news stories from a great number of websites – including both professional mass media and personal blogs – tracking the phrases and quotes that appear more frequently and how the corresponding stories propagate of fade away among the several news sources over time.

\(^1\)http://www.museomacro.org/
We artificially build a dynamic evolving network from the data logs available for free download on the MemeTracker website. There are two kinds of data available:

- **Phrase cluster data**, that contain phrase clusters (sets of correlated phrases); for each phrase cluster there are all the phrases in the cluster and a list of URLs where the phrases appeared.

- **Raw phrases data**, that contain phrases and hyper-links extracted from each article/blog post specifying for each article the timestamp of its creation, the phrases contained in it and hyper-links pointing to other web pages.

The first type of data is not interesting for our purposes, since it does not seem possible to extract information regarding entities that interact among them over time. On the contrary, the second type of data proves very useful to us.
Figure 9: Aggregated graph of the MACRO experiment. Big and dark nodes have many direct interactions with others, while thick and dark edges appear many times during the evolution of the network.

In particular, we are able to build a dynamic network with:

- host URLs representing the nodes in the networks – multiple articles/posts on a website/blog are all considered as one source;
- hyper-links contained in an article representing out-edges toward other articles;
- the timestamp associated with each article representing the time with which each edge associated to a hyper-link in the article must be labelled.

With this network description in mind, we parse the raw phrases data downloaded from the MemeTracker website. We use the data log containing phrases data referring to the month of August 2008; in particular, given the huge amount of data
available, we consider the data tracked in just one day, from the 31st of July to the 1st of August 2008. Even if we only consider this relatively short period of time, the MemeTracker network consists of about five thousands nodes and about three times as many total edges during its evolution.

Parsing the data, we collect a list of article entries with time of creation and hyper-links pointing to others; to keep the computations as efficient as possible, at this time we also remove all the entries referring to host websites whose articles neither contain hyper-links nor are ever cited by any others – that is, host websites whose corresponding node would be isolated in the network.

Finally, we construct a JSON (JavaScript Object Notation) file whose entries represent the state of the network in each time step. Beginning from the starting timestamp and applying incrementally the time step duration, each entry is constructed by adding the source-target information of all edges present in the time step interval (that is, all hyper-links contained in articles created in the time step interval).

Figure 10 shows a representation of the network. Red and big nodes have higher in-degree values, while colour and thickness of the arcs represent their frequency in the network (that is how many times a particular arc appeared in the network evolution). For visualizational purposes, nodes with degree (summing in plus out) fewer than 3 are excluded.

<table>
<thead>
<tr>
<th>Network</th>
<th>Type</th>
<th>Nodes</th>
<th>Unique edges/arcs</th>
<th>Time steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>SocialDIS</td>
<td>undirected</td>
<td>116</td>
<td>592</td>
<td>283611</td>
</tr>
<tr>
<td>MACRO</td>
<td>undirected</td>
<td>114</td>
<td>264</td>
<td>8634</td>
</tr>
<tr>
<td>MemeTracker</td>
<td>directed</td>
<td>4829</td>
<td>9718</td>
<td>86377</td>
</tr>
</tbody>
</table>

Table 1: Statistics about the topology of the networks. The number of edges (arcs) refers to the aggregated static representation of a network, that is it indicates the number of distinct edges (arcs) that appeared at least once during its evolution.

4.2 Experimental setup

To validate the performance of the algorithms introduced in Chapter 3, we setup an environment for simulating the evolution of a network over time starting from the real data of the network traces.

The input network traces are represented by JSON data logs containing a list of entries representing the state of the network over discrete time steps. Each entry in the log contains:

- an entry identifier;
- a timestamp representing the time to which the state of the network is referred;
Figure 10: Aggregated graph of the MemeTracker data set. Big nodes have many in-links from others, while thick and dark arcs appear many times during the evolution of the network.

- a list of the nodes that are “active” in the time step (i.e. that have at least one interaction);
- a list of pairs <node ID, node ID>, one for each connection between nodes in the time step.

For each node it is indicated at least its identifier, and optionally other information about it (for instance, some general information about the person wearing a RFID tag in order to analyze the behaviour of different categories of people).

To run the simulations, we implemented a Java program that takes as input a JSON file of the kind described above. The Java class `Node` models a node, including its identifier, the memory storage and the data structures needed to run the desired algorithm.
At the beginning of the simulation, an instance of Node is created for each node in the network. Then, the JSON log file is scanned and, for each entry read, a procedure is called that executes for each individual node all the specific tasks required by the algorithm that is being evaluated (updates of counters, generation of random values, etc.) as well as all the information exchanges in the network (i.e. the exchange of packets between nodes). Such a procedure was implemented for every algorithm whose performance had to be evaluated. At the end of the simulation, the results of the algorithm computed at each instance of Node are then output in a suitable format in order to be analyzed.

Apart from the simple algorithm that counts the number of interactions of a node with others, all the algorithms involve some sort of randomized behaviour. Indeed, the two algorithms for computing a PageRank-like importance measure generate and forward tokens by computing random values, and the algorithms for computing degree centrality measure make use of FM sketches whose hash functions are generated uniformly at random at the beginning of the evolving process of the network.

To take into account the randomness of the procedures, when analyzing the results of each algorithm we executed 10 independent runs of the simulation (with the same input parameters), reporting the average values.

### 4.3 Performance metrics

We adopt different metrics for evaluating the performance of our algorithms. In the case of the CWP and CWE Algorithms, we are estimating a PageRank-like value for each node. But rather than to achieve the exact PageRank values computed in the static representation of the network – which we believe would be really hard to achieve in a fully decentralized context – our algorithms aim to give good results considering the ranking of the nodes with respect to the exact values and our estimations, meaning that we expect to find on top of the ranked lists returned by the algorithms nodes that are also on top of the ranked list of “real” PageRank values. That is, instead of evaluating the error that we introduce in our estimations it makes more sense to evaluate the degree to which the algorithms capture the ranking of the real PageRank values and their ability to estimate which nodes are the most important. Thus, we evaluate the goodness of CWP and CWE by comparing the lists of estimated values returned by the experiments with the list of exact PageRank values computed on the static aggregated graph. The evaluation metric is the precision between the topmost $k$ results of each pair of lists, with ranging values of $k$.

**Definition 4.1.** Given $H$ the ranked set of estimated results and $T$ the ranked set of exact results, precision at $k$ ($P@k$) is defined as the fraction of the top-$k$ elements of $H$ that are also top-$k$ elements of $T$.

$$P@k = \frac{|H_k \cap T_k|}{|H_k|}$$
given $H_k$ and $T_k$ the subsets of the top-$k$ elements of $H$ and $T$, respectively.

Ideally, the precision should be 1. The closer the precision to 1, the better the top-$k$ elements in the estimated set correspond to the real top-$k$ elements.

On the other hand, in the case of the algorithms estimating the degree centrality measures we aim to evaluate how they succeed to precisely compute the exact actual measures. Therefore, in this case we choose to evaluate the results in terms of average relative error and variance.

**Definition 4.2.** Given $\hat{F}$ the estimated value computed by the algorithm and $F$ the real value, the relative error is defined as the ratio of the absolute error to the correct value.

$$\eta = \frac{|\hat{F} - F|}{F}$$

When the relative error is 0, the estimated measure is exactly equal to the real value. As the error increases, the accuracy of the estimation decreases; for instance, a relative error of 1 means that the estimated results is off by 100% the real value, either underestimating or overestimating – a very high error indeed!

**Definition 4.3.** In descriptive statistics, the variance of a set of $N$ numerical data samples $x_1, x_2, \ldots x_N$ is a measure of spread that indicates the average of the squared deviation of each data sample from the mean value $\mu$ of the $N$ samples.

$$\sigma^2 = \frac{\sum_{i=1}^{N} (x_i - \mu)^2}{N}$$

Thus, the variance is a measure of spread that takes into account both the deviations of the samples from the mean and how frequently these deviations occur. Lower values of variance are usually preferred, meaning that the samples of the set are more concentrated around the mean. On the contrary, high values of variance indicate very large deviations of the samples from the mean, so that the mean is not actually very representative of the sample set.

**4.4 Experimental results**

Here we show the results of the experiments and analyze them with respect to the performance metrics previously addressed. Since the nature of the computations varies from algorithm to algorithm, in each case we evaluate our results with different performance metrics.
4.4.1 CWP and CWE Algorithms

The CWP and CWE Algorithms aim to compute a PageRank-like distribution over the nodes of an evolving network; that is, they try to model in a fully decentralized way the centralized PageRank algorithm, which is defined over static networks. As we said, we are not so much interested in the very challenging goal of computing for each node a close approximation to its real PageRank score, but rather to reflect the relative importance of the nodes. Then, rather than to measure how much the individual computed values are close to the exact values, we are more interested in evaluating how the approximate distribution succeeds to preserve the ranking of the nodes in the real distribution computed over a static representation of the network.

Thus, we evaluate the performance of these algorithms by comparing the ranked list of nodes returned by them with the ranked list of exact PageRank values computed on the aggregated graph with weighted edges proportional to their frequency. The comparison between the two lists is in terms of precision at \( k \), for different values of \( k \).

The exact PageRank distributions on the aggregated graphs of the three networks are computed through the classic iterative power method (see Section 2.6). Starting from the \( n \times n \) weighted-adjacency matrix representing the static graph associated with our evolving network, we proceed as follows:

- we first normalize non-zero rows of the weighted-adjacency matrix dividing each element of such rows by the row sum, getting a transition probability matrix \( P \);
- we replace all the elements of zero rows with \( \frac{1}{n} \), getting a stochastic matrix \( P' \);
- we computed an irreducible matrix \( P'' = \alpha P' + (1 - \alpha)E \) with \( E \) the \( n \times n \) square matrix with all elements \( \frac{1}{n} \) and \( \alpha = 0.85 \);
- finally, starting from the initial distribution \( \pi(0) \) such that \( \pi_i(0) = \frac{1}{n} \forall i = 1 \ldots n \), we iteratively compute

\[
\pi(k + 1) = \pi(k) P''
\]

until reaching the convergence to a vector \( \pi \), outputting it as exact PageRank vector.

The estimated PageRank vector, on the other hand, is given by running the two algorithms in the experimental context described in Section 4.2. As regards the parameters of the simulation, we choose \( \alpha_g = 0.15 \) and \( \alpha_f = 0.85 \). The average values of 10 independent simulation runs are considered.

Figure 11 shows the results for the CWP Algorithm. For each of the input networks, we plott the values of the precision at \( k \) of the algorithm’s estimations, for every fifth value of \( k \) ranging from 1 to 100.
Figure 11: Precision values of the CWP Algorithm. The precision of the top-
k nodes in the result list with respect to the top-k nodes in the list of real PageRank
is considered, for ranging values of k

It can be noted from the chart how the algorithm achieves good precision values,
meaning that it succeeds to overall reflect the ranking of the real distribution. As k
(i.e. the size of the set considered) increases, the precision plots show an increasing
trend as well. This is especially true for the two undirected networks (SocialDIS and
MACRO), since they are composed by less than 150 nodes and in the extreme case
of considering the whole sets the precision would trivially be 1. On the contrary, the
MemeTracker network is composed by thousands of nodes, so the constant precision
values that it shows as k increases are even more significant for proving the goodness
of the algorithm than the (higher) precision values of the other two networks as k
increases.

Another peculiarity of the MemeTracker network with respect to the other two
is that it is much more sparse, thus having in proportion a greater number of nodes
with few interactions with others. Such nodes will have very small PageRank values
as well as very small (or zero) estimations in our algorithms; but in this case it is
impossible to keep track of the small differences between them in our estimations,
thus having a “flatter” distribution that it would not make sense to use for comparing
ranks. This is why we only considered low values of k also for this network, when in
theory we could have analyzed values of k up to the total number of nodes (about
five thousands).

Figure 12 shows the precision values of the results returned by the CWE Algo-
rithm. It can be noticed how the precision trend is very similar to the one of CWP as
regards the undirected networks (SocialDIS and MACRO), while in the case of the
directed network MemeTracker it gives very poor results in terms of precision values.
We anticipated this problem in Section 3.2.3, while analyzing the two algorithms.
This performance drop is due to the “sink nodes anomaly” of directed networks, in
Figure 12: Precision values of the CWE Algorithm. The precision of the top-\(k\) nodes in the result list with respect to the top-\(k\) nodes in the list of real PageRank is considered, for trending values of \(k\) which nodes with only incoming links accumulate tokens without the possibility of “dropping” them, as the CWE algorithm requires as condition to increment their importance counter. On the contrary, CWP updates the counters as the tokens arrive at the node, so it does not suffer from this problem. The difference in the performance of the two algorithms, that can be better appreciated in Figure 13, is therefore given by the loss of accuracy in estimating the PageRanks of sink nodes, or nodes with otherwise very few out-links.

4.4.2 DUC Algorithm

At each node of an evolving network, the DUC Algorithm computes an estimation of the number of distinct nodes that interacted with it. As we said in Section 2.3.1, differently from the computation of a PageRank-like measure the distinct counting problem can be exactly solved in distributed systems, given that there are no restrictions on the storage space on the nodes. This is why when implementing an algorithm for computing approximations of the results with bounded space requirements, we are interested in measuring how the approximate values are close to the real ones; that is, the error that the approximations introduce.

We evaluate the performance of the DUC Algorithm results in terms of relative error and variance as follows. At each given time step during the simulated evolution of an evolving network, each node stores both the approximate value computed by the algorithm and a no-duplicate list of the distinct nodes encountered up to that time step (the size of the list then represents the number of distinct nodes encountered). At any given time, the node is then able to compute the relative error
Figure 13: Precision values of the CWP and CWE Algorithms for the MemeTracker (directed) network; the loss of performance of the latter is due to the "sink nodes anomaly" introduced by the algorithm. We divide each of our sample networks in 50 intervals of equal length (with the number of time steps in an interval depending on the total number of time steps that compose each simulated network) and study the state of the network at the end of each interval.

Defining $V$ as the set of nodes of the network with cardinality $|V| = N$, at each of these 50 checkpoints we compute:

- the average relative error over all nodes $u \in V$:
  \[
  \eta_{avg} = \frac{\sum_{u \in V} \eta_u}{N}
  \]

- the variance of the set of relative error values of all nodes:
  \[
  \sigma^2 = \frac{\sum_{u \in V} (\eta_u - \eta_{avg})^2}{N}
  \]

In other words, during the evolution of the network we evaluate at regular points in time the average relative error introduced by the algorithm’s approximations up to that certain point in time and the variance associated with these values.

There is also another important factor to consider in the evaluation. We recall that the algorithm makes use of FM sketches, and that this data structure can be implemented with a different number $m$ of bitmaps and associated hash functions, leading to a trade-off between the accuracy of the estimations and the space and computational power required. To fully evaluate the algorithm, then, we run comprehensive simulations with 6 values of $m$ ranging from 1 to 32, and analyze how
the performance of the algorithm changes accordingly. The graphical representations of plotting the simulations results are showed in Figures 14, 15 and 16 for the SocialDIS, MACRO and MemeTracker network respectively.

The evolution of the average relative error and corresponding variance for the SocialDIS network is showed in Figure 14. The first consideration is a trivial one: choosing $m = 1$ in the FM sketch implementation, we get high average errors in our estimations (up to almost 60% of the real average values, according to the chart) and with high variance, meaning that the estimation for an individual node will probably have an even poorer level of accuracy.

On the other hand, the charts show that, as we could expect, when choosing higher values of $m$ both the average error and the variance decrease and become more “stable”, leading to more accurate results both in average and if considering individual nodes. For instance, consider the case with $m = 4$. The chart plotting the errors shows how in that case the average error is more or less constantly around 0.2, meaning that in average the estimation at each node will be off by 20% of the real number of distinct nodes encountered, and the low variance values guarantee that the error at an individual node will not exceed that percentage too much. This is a reasonable trade-off between the space needed to store the $m$ bitmaps and hash functions at each node and the results obtained. Of course, higher values of $m$ guarantee more accurate results at the cost of more storage space needed on nodes, and an analysis of which value of $m$ to choose must be made on a case by case basis.

It is interesting to note how the error curves seem to eventually converge around some average error values after an initial adjusting phase. This is probably due to the nature of the evolving network, in the sense that most of the distinct user interactions happen in the early phases of the network evolution.

Figure 15 shows the same results for the simulations on the MACRO network. There are some similarities as well as some differences with respect to the charts regarding the SocialDIS network. As before, higher values of $m$ correctly give us more accurate estimations of the distinct counting problem at each node. However, instead of having relatively “flat” curves as before, here we can notice a less stable behaviour of the error and variance trends during the evolution of the network. This can be simply explained by the different “life time” of the two networks – i.e. the number of time steps in which the evolution of the network is observed. As we said in Section 4.1, the SocialDIS project lasted for about one week, while in the MACRO project the experiment only took place over a span of one evening. The low life time of this last one is probably the reason of the inconstant behaviour of the error curves, since a certain amount of time is needed at the beginning of the process for the nodes to “adjust” their estimations. We believe that if the MACRO experiment had lasted longer, we would have observed an analogous trend to “stable” error values as in the results obtained for the SocialDIS network.

As regards the MemeTracker network, some considerations have to be made in order to better analyze the performance of the algorithm. As we pointed out while describing how this network is artificially built, it contains thousands of nodes, the majority of which has only very few interactions with others. Moreover, in the case of directed networks the DUC Algorithm only counts the incoming connections with distinct nodes, and a great number of such very poorly connected nodes has
Figure 14: Average relative error (a) and variance (b) of the results returned by the DUC Algorithm over all nodes of the SocialDIS network every 5672 time steps. The relative error at each node is computed with respect to the real number of distinct nodes encountered up to the time step of evaluation. $m$ represents the number of bitmaps and hash functions used in the implementation of the FM sketch at each node.
Figure 15: Average relative error (a) and variance (b) of the results returned by the DUC Algorithm over all nodes of the MACRO network every 172 time steps. The relative error at each node is computed with respect to the real number of distinct nodes encountered up to the time step of evaluation. $m$ represents the number of bitmaps and hash functions used in the implementation of the FM sketch at each node.
Figure 16: Average relative error (a) and variance (b) of the results returned by the DUC Algorithm over all nodes of the MemeTracker network every 1727 time steps. The relative error at each node is computed with respect to the real number of distinct nodes encountered up to the time step of evaluation. $m$ represents the number of bitmaps and hash functions used in the implementation of the FM sketch at each node.
actually zero incoming connections. The algorithm’s estimation for such nodes will be trivially 0, so taking into account these nodes is not so interesting for evaluating the performance of the algorithm, since counting them when averaging over all estimations will lead to lower error values that do not reflect the average error on the values that the algorithm actually estimates. Thus, we analyze the average error and variance over only a subset of all nodes, excluding from the analysis all nodes whose real distinct count value is 0 (such nodes account for about half of the total number of nodes).

We are now ready to comment Figure 16, that shows the results of plotting error and variance values for the subset of nodes of the MemeTracker network defined above. Once more, it is experimentally shown how increasing the parameter $m$ of the FM sketches leads to more accurate results and lower variance over the error values at every node. It can be noticed how, as in the case of the SocialDIS network (Figure 14), the error curves converge around some average error values after an initial adjusting period of time. This means that the life time of this network (about 24 hours) is enough for the network’s nodes to reach a certain level of “stability” in their estimations, something that was not possible in the case of the MACRO network (Figure 15).

### 4.4.3 ENS Algorithm

The ENS Algorithm computes, at each node, an estimation of the network size. As we said while presenting the algorithm, depending on how the network evolves and without any previous assumption on this evolution, it can be impossible for a node to have an idea of the size of the whole network. This is due to the fact that a network can in general be partitioned in a number of disjoint sub-network, whose components never have any interactions with nodes in other sub-networks; in this case, a good estimation can only be computed for the size of the network’s portion that a node and its neighbours “see”.

So, more precisely, the ENS Algorithm computes at each node the size of the sub-network to which the node itself belongs. But the concept of “sub-network” of a dynamic network can be tricky to be exactly defined in a global way. Consider for instance a simple dynamic network with two disjoint subgroups $G_1$ and $G_2$ of users. Until the groups are disjoint, there are no “points of contact” between users from different groups, and each user can simply estimate the size of her own group. Suppose then that two users $u_1$ and $u_2$ belonging to $G_1$ and $G_2$ respectively interact at some point in time; they exchange their FM sketches so the new group they belong to is actually the whole network, and their estimation now refers to the supergroup obtained by merging $G_1$ and $G_2$. However, all the other nodes still only have a partial view of the network, and continue to do so until they interact with either $u_1$ or $u_2$. That is, there is in general no consensus between users on how many disjoint components there are and their sizes. When evaluating the performance of the algorithm, then, we actually measure the goodness of the estimation at a node with respect to the local view of the network structure at the node.

As in the case of the distinct interactions counting algorithm, we are interested in evaluating the errors that the algorithm introduces with respect to the real values.
at each node. Thus, once again we use as evaluation metric the average relative error and associated variance computed in 50 regularly distributed points in time during the evolution of the three networks used for the simulations. At each time step chosen for the evaluation, the relative error between the algorithm’s estimation up to that time step and the actual sub-network size is computed for each node, and the average error and variance over all these values is considered. Finally, the average error and variance of all 50 interval are plotted.

Moreover, as in the DUC Algorithm, a FM sketch is used at each node. We recall that a number $m$ of hash functions and bitmaps can be used in the implementation of a FM sketch, with a trade-off between the space and computational power needed at each node – and network overhead in the connections, in this case – and the accuracy of the estimations. In this case the value of $m$ is particularly important, since it affects not only the space to store the sketch and the complexity of the update operation, but also the amount of information that is exchanged between two nodes at each interaction. Indeed, all the $m$ bitmaps must be exchanged in order to merge the two sketches, so the value of $m$ must be suitably tuned.

We run multiple instances of the experiments with varying values of $m$, ranging from 1 to 32.

Figure 17 and 18 show the results of plotting the average relative error values and associated variance for the SocialDIS and MACRO networks, respectively. An analysis similar to the one for the results of the DUC Algorithm can be done. Once again, it is experimentally proved the very bad performance when using a trivial implementation of the FM sketch with just one bitmap and one hash function, and how increasing the parameter $m$ of the FM sketch implementations we get both lower average error values, and thus more accurate estimations. It can again be noted how even choosing a relatively small value of $m$ (for instance, 4) it is possible to have a reasonable level of accuracy for each estimation, given low average relative errors over all nodes and low variance associated to this set of values.

As regards the MemeTracker network, again we do not consider in the evaluation isolated nodes – whose sub-network’s size is trivially one – so to not unfairly boost the performance of the algorithm. Moreover, the directed nature of this network calls for additional considerations. Here the problem of having nodes with different partial views of the network is even more pronounced, due to the unidirectional nature of the transmission links. While in undirected networks two nodes which interact among them both share their knowledge with each other, in directed networks only one of the two nodes (the “receiver” of the communication) will benefit from the interaction and update its (sub)network estimation. This inability of directed networks of properly sharing information leads to even more pronounced differences in the information about the structure of the network that each node holds.

Figure 19 shows the average relative error and variance over 50 intervals of the MemeTracker network. Although the results show a trend analogous to the ones of the other two networks and the average error values are more or less the same, it can be noticed how in this case the variance values are definitely higher, meaning that the deviations of the nodes’ estimations are larger than before; this is due to the fact that having less information circulating among nodes leads in some cases to very wrong estimations.
Figure 17: Average relative error (a) and variance (b) of the results returned by the ENS Algorithm over all nodes of the SocialDIS network every 5672 time steps. The relative error at each node is computed with respect to the real size up to the time step of evaluation of the sub-network to which the node belongs. \( m \) represents the number of bitmaps and hash functions used in the implementation of the FM sketch at each node.
Figure 18: Average relative error (a) and variance (b) of the results returned by the ENS Algorithm over all nodes of the MACRO network every 172 time steps. The relative error at each node is computed with respect to the real size up to the time step of evaluation of the sub-network to which the node belongs. \( m \) represents the number of bitmaps and hash functions used in the implementation of the FM sketch at each node.
Figure 19: Average relative error (a) and variance (b) of the results returned by the ENS Algorithm over all nodes of the MemeTracker network every 1727 time steps. The relative error at each node is computed with respect to the real size up to the time step of evaluation of the sub-network to which the node belongs. $m$ represents the number of bitmaps and hash functions used in the implementation of the FM sketch at each node.
5 Conclusions

In this article we study the problem of computing importance measures of nodes in an evolving network in a fully decentralized way, without any central point of computation or knowledge at each node of the whole network structure and assumptions on its future evolution. In particular, we focus on the decentralized computation of a PageRank-like measure and of two kinds of degree centrality measures.

CWP and CWE are lightweight algorithms which compute an approximation of the distribution given by the PageRank algorithm at each node by exchanging “tokens”. The expected results of the two algorithms are equal when applied on undirected networks, while in the case of directed ones CWP outperforms CWE due to the “sink nodes anomaly”. We analyze the idea between the two algorithms from a theoretical point of view as a problem of random walks on dynamic graphs, showing how their expected results are equal to the real PageRanks for static networks and in some important dynamic cases. We also support this theoretical intuition through an experimental analysis of the algorithms, evaluating them in terms of precision at \( k \) and showing how they give reasonable levels of precision for increasing values of \( k \).

We also propose algorithms for computing two degree centrality measures on evolving networks: absolute degree, which counts the number of distinct other users encountered during the evolution of the network, and volume degree, which counts the total number of interactions. The absolute degree is computed at each node by the DUC Algorithm, which makes use of sketches by Flajolet and Martin (or FM sketches) to avoid duplicate updates and to solve the distinct counting problem. The experimental analysis shows how the algorithm returns good results in terms of average relative error introduced by the estimations at each node and associated variance computed on snapshots of the network at fixed time intervals. We show however a trade-off between the hardware resources required for the FM sketches implementations and the accuracy of the estimations. The volume degree is computed by the TIC Algorithm, which simply counts the number of interactions at each node and can be seen as a “bonus feature” to be implemented without significant additional costs along with one or more of the other algorithms.

Finally, we introduce an algorithm (namely the ENS Algorithm) for computing the size of the network component to which each node belongs, again making use of FM sketches. We describe how nodes in the same sub-component can have different estimations of its size, depending on how the network actually evolves. Again the performance of the algorithm in shown in terms of average relative error and associated variance over fixed time intervals.

In the design of the algorithms, much attention has been paid to their implementability on real-world devices. To make the algorithms as generally implementable as possible, we try to reduce as much as possible the computations required by each node. In particular, in the algorithms analysis we highlight the hardware resources required for the computations at each node and the network overhead introduced in the link transmissions, showing how their simplicity makes it possible to implement them also on low-power devices so to allow them to be deployed in a greater number of real-world applications.
Future work  There are number of possible future developments of our work.

One possibility is to focus on introducing procedures for the decentralized com-
putation of other centrality measures, like for instance betweenness centrality or
more complex link analysis algorithms such as HITS and SALSA, briefly mentioned
in Section 2.2. No centrality measure is inherently better than another one, but very
much like the static case different metrics can be of interest case by case, depending
on the specific network application.

A second line of work involves studying evolving networks with spacial and/or
temporal dependencies. Dropping the assumption of independence between different
time steps of the network makes the problem a great deal harder to analyze from a
theoretical point of view.

Finally, another interesting future development regards privacy and security is-
sues. A node can learn a good amount of information about the other nodes it
encounters, by analyzing for example the frequency with wich it meets them. It
would be preferable to avoid such possibility, for instance by encripting the infor-
mation exchanges between nodes. Another issue is to analyze the case of selfish or
byzantine behaviour of nodes. In our analysis we assume that the nodes can “trust”
each other, meaning that nodes do not lie about their local importance values. In
general, this could be not true in some applications, and counter-measures should
be employed to avoid having such possibility in evolving network applications.
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